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SECTION 1
PURPOSE

1.1  The “Department of Defense Unified CapabiliRequirements 2010 (UCR 2010)”
(hereinafter referred to as “UCR 2010"), specifies technical requirements for certification of
approved products to be used in Department of BeféDoD) networks to provide end-to-end
(E2E) Unified Capabilities (UC).

1.2  This documerdugmentseplacedJCR 2008 Change ldated22 Janruary-2009 |

1.3 The UCRspecifies the functional requirements, performastgjectives, and technical
specifications for DoD networks that support UCd ahall be used to support test, certification
acquisition, connection, and operation of theseadsv It may also be used for UC product
assessments and/or operational tests for emerdihtgthnology. DISA shall translate DoD
Component functional requirements into engineesinecifications for inclusion into the UCR,
which shall identify the minimum requirements apdtfires for UC applicable to the overall
DoD community. The UCR shall also define intergtity, 1A Information Assuranceand
interface requirements among products that proMide ThelAInformation Assurancportion
of the UCTest Plan TP) shall be based on the requirements of the UCRaged from
Reference DoD Instruction 8500.2, “Information Assiwce (IA) Implementation,” February 6,

2003

1.4 The UCR is based on COTS products’ features, Defarfermation Systems Reqistry
(DISR) and unigue requirements needed to suppdot M&ssion critical needs.
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2.1

Section 2 — Applicability, Definition, and Scope

SECTION 2
APPLICABILITY, DEFINITION, AND SCOPE

APPLICABILITY

The UCR applies to:

1.

Chairman of the Joint Chiefs of Staff Instructidli/8.01G (Reference (h)), except as stated in

The Office of the Secretary of Defense (OSDg, Mhlitary Departments (MILDEPS), the
Office of the Chairman of the Joint Chiefs of S{@&CS) and the Joint Staff, the
Combatant Commands (COCOMSs), the Office of thedntr General of the DoD, the
defense agencies, the DoD Field Activities, anatier organizational entities within the
DoD (hereinafter referred to collectively as theoIDComponents”).

All equipment or software (hereinafter referteds “UC products” or “products”) and
services that provide or support UC during eaclselwd those products’ life cycles, from
acquisition to operations, including:

a.

3. TheislnstructioJCR does NOT apply to:

All UC products and end-to-end voice, video, dath services acquired or operated
by the DoD Components or by authorized non-DoDsugeg., combined or coalition
partners and U.S. Government departments and agnduthorized non-DoD
network users are required to comply with apprangeifaces contained in Assistant
Secretary of Defense for Networks and Informatiatedration (ASD(NII)/DoD

Chief Information Officer (DoD CIO) publication, ‘@D Unified Capabilities
Requirements (UCR)”).

All products and technologies used to send andive or to support voice, video, or
data across DoD networks that provide UC services.

DoD Components’ planning, investment, developiacqguisition, operations, and
management of DoD networks that provide UC services

(1) DoD Component acguisition programs governe&béferences (f) and (q) and

subparagraph a.(4) of this section; however, thB Bomponents are encouraged to use

UC-certified products in developing acquisition gmr@ams, where appropriate.

cryptologic products, pursuant to DoDI 8500.2 (Refee (i)).

(2) DoD cryptologic Special Compartmented Inforimiatsystems and classified
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2.2 UC DEFINITION

Unified Capabilities are the integration of voie@leo, and/or data services delivered
ubiquitously across a secure and highly availablevark infrastructure, independent of

2.3 SCOPE OF DOCUMENT

The UCR consists of the following seven sections:

1. Section 1, Purpose, for the UCR.

2. Section 2, Applicability, Definition, and Scopé,the UCR.

3.  Section 3, PolidRequirementsprovides a broad overview of policiasd requirements
that will be implemented in the UCR with emphasisooliciesand requirementthat

govern Information Assurance and Interoperabiktyuirements and testing of products
used to provide DoD UC.

4.  Section 4, Unified Capabilitiedission Requirements, E2E Network Descriptions

DeseriptionandK ey Processegrovidesan-overview-aiC-servicesand-the-core
processeneeded for a vendor’s product to gain placemernherboD UC Approved

Products List (APL).

5. Section 5, Unified Capabilities Product Requieats, describes technical requirements,
features, and test configurations of equipment tisethieve approval to appear on the
DoD UC APL. Section 5 also contains Change sheatsdentify changes for which the
18-month rule applies.
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6. Section 6 contains unique requirements: Se@&ibnUnique Requirements for Deployable
Products, and Section 6.2, Unique ClassifiaebR-UC Requirements.

7.  Section 7, Product Categories Requirements ¥atointains a high-level requirements
matrix, which is a summary of the requirementsrdastiin Sections 5 and 6 for the UC

product categories and the products within thosegoaies.

8. Appendix A, Definitions, Abbreviations and Acsons, and References, contains the
definitions, abbreviations, acronyms, and refersraggplicable to the UCR.

Sections 1 through 4 are intended to serve asutnensiry of the UCR. Sections 5 and 6 are
intended for product vendors and testers.
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SECTION 3
POLICY /REQUIREMENTS

3.1 INFROBUGHON-UCR REQUIREMENT FRAMEWORK

This section provides a broad overview of requinetsi¢that establish the direction to be

followed in theES-MPUCR. The overview is focused on requirements for [i&dnponent
planning, investment, development, acquisition ratens, and management of DoD networksg
that provide UC.

Unified Capabilities are the integration of voigaleo, and data services delivered ubiquitousl|
across a secure and highly available network itrinaire, independent of technology, to
provide increased mission effectiveness to theigladr and business communities. Unified
Capabilities integrate standards-based communicatiol collaboration services including, but
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not limited to, messaging; voice, video, and webferencing; and unified communication and
collaboration applications or clients. These stadg-based UC services are integrated with
available enterprise applications, both businesgswaarfighting.

Implementation of UC across DoD is dependent onTdhsport, which is the secure and highly
available enterprise network infrastructure usegrtvide voice, video, and data services
through a combination of DoD and commercial terrgstwireless, and satellite
communications (SATCOM) capabilities.

DoDI 8100.ee provides the policies that govern UHowever, certain policies are the primary
drivers of UC migration in that they define thehlirology insertions and mission capability
objectives that must be accomplished in specifieframes.

Migration to UC is required to meet the requirensasftthe IP-enabled battlefield of the future.
Unified Capabilities will allow DoD to achieve thellowing:

e Ubiquitous, robust, and scalable DoD networks, &ng@lintegrated
operations

e Proliferation of IP-addressed sensors, munitioi@sdnsors, and logistics
tracking applications, which will enhance situafibassessments and
information availability

e End device to end device security, authenticatmi, non-repudiation, which
will enable new Information Assurance strategieg gupport mission
assurance

e Increased operations tempo supported by rapid aaarational capabilities,
shared situational awareness, and improved wiraledsnobility support

e Greater support for communications on the move

e Dynamic formation of communities of interest (COdsipported by improved
multicasting

e Real time collaboration using integrated voice gaidand data capabilities

e Situational awareness using Network Operations (BES) COI information
sharing
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e Rapid and agile information technology infrastruesiwith the capability to
“discover” adjacent networks and plug and playagilitate quicker, more
dynamic responses

Figure 3-1 illustrates the relationships amongdbeuments that provide the Requirements
Framework for UC Migration and technology inseron

ASD(NII)/DoD ClO

DoDI8100.ee, DoD Unified Capabilities
Unified Capabilities Requirements (UCR UC MasterPlan

Joint Staff

Validated Requirements and CJCSIs GIG 2.0

Implementation Guidance W Initial Capabilities
' Document

DISA Planning

| _ B 5 = ’ Y
| DISA Campaign DISAGIG | DISN Technical

! Plan Convergence Evolution Plan
. ' MasterPlan | 4

DoD Network Implementation

uc uc
Implementation Network Cutover

Plans Plans

MI-241-042210

Figure 3-1. Requirements Framework for UC Migration and Technology Insertions

There are three key Assistant Secretary of Defearddetworks & Information Integration
(ASD(NIN)/DoD Chief Information Officer (CIO) doguents that drive UC migration. The first
is the DoDI 8100.ee, “DoD Unified Capabilities,” igh defines UC for the DoD; establishes
policy, assigns responsibilities, and provides pdoures for test, certification, acquisition,
procurement, or lease (hereafter referred to aguiaition”); effective, efficient, and economical
transport, connection, and operation of DoD netwddkprovide UC; and establishes the
governing policy for UC products and services sufgabon DoD networks.

The second ASD(NII/DoD CIO document is the “Depseht of Defense Unified Capabilities
Requirements,” which specifies the technical rezments for certification of approved products
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to be used in DoD networks to provide UC. Thedldiocument is the “Department of Defense
Unified Capabilities Master Plan (UC MP),” whichn&hronizes the migration investments in
UC approved products across DoD networks to ensission performance is not degraded and
enhanced mission capabilities are deployed in alyimnanner.

Once the DoDI 8100.ee, “DoD Unified Capabilitiess,'issued, Joint Staff will publish
appropriate implementing instructions for UC. Glbmformation Grid 2.0 (GIG 2.0) has been
initiated to meet warfighter requirements acrossringe of military operations. GIG 2.0
transforms the current understanding of the Gl@&feofederated set of systems, processes,
governance, and control to a unified and integratgecentric environment. To support this
transformation the “Global Information Grid 2.0 (&PR.0) Initial Capabilities Document (ICD)”
(hereatfter referred to as “GIG 2.0 ICD”) (as apmwbn Joint Requirements Oversight Council
Memorandum (JROCM) 095-09, dated 1 June 2009) ®vararching document identifying
desired capabilities for the future of the GIG.G3.0 is envisioned to fulfill the global
requirements of the Combatant Command/Service/AgEB€E/S/A) communities and serves as
a platform to implement the DoD Information Entéspr(IE). GIG 2.0 provides capabilities to
all operating locations (bases, posts, campspsgtfacilities, mobile platforms, and deployed
sites), and includes providing interfaces to caalibnd mission partners, allies, and non-DoD
users and systems. GIG 2.0 will facilitate misssapport emanating from joint bases in support
of the warfighter. GIG 2.0 also encompasses conigations paths, such as MILSATCOM
(Military Satellite), commercial SATCOM, and terteal gateway. The five GIG 2.0 ICD
critical characteristics that must be met by UCnatign are Global Authentication, Access
Control, and Directory Services; Information andvBges “from the Edge”; Joint Infrastructure;
Common Policies and Standards; and Unity of Commadriek five GIG 2.0 critical
characteristicsvith the UC initiatives addressing them in parea#seare as follows:

e Global Authentication, Access Control, and DiregtServices (UC Portable
Assured Services in UC Pilots, UCR and UC ApproReaducts List (APL)
Products)

¢ Information and Services “from the Edge” (UC Assufguality Services to
Deployed Tactical Units based on the UCR and UC Rirdducts)

e Joint Infrastructure (Technology Insertions and Siiral Demonstrations of
NETOPS to Enable Information Sharing to Responfitizational Awareness
across a Diverse Spectrum of Operational Requir&hen

e Common Policies and Standards (UCR and Test PragianC Spirals and
for UC APL Products)

e Unity of Command (Technology Insertions and UC &demonstrations of
NETOPS to Enable Information Sharing to Resporfitimational Awareness
across a Diverse Spectrum of Operational Requir&shen

10
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DISA has three major planning documents that atle 8oving and supporting the UC planning
activities. The first is the “DISA Campaign Plamhich identifies three “Lines of Operations,’
Enterprise Infrastructure, Command and Control (@#) Information Sharing, and Operate ar
Assure with specific tasks that the UC Migrationsinsupport. The three “Lines of Operations
with the UC initiatives addressing them in paresdseare as follows:

e Enterprise Infrastructure (UCR, Technology Insersiand Test Programs for
UC Spirals and for UC APL Products)

e Command and Control and Information Sharing (UCBsuked and Secure
Products, Technology Insertions and UC Spiral Destrations of NETOPS
to Enable Information Sharing to Respond to Siarati Awareness across a
Diverse Spectrum of Operational Requirements)

e Operate and Assure (UCR, Assured and Secure Psydiesthnology
Insertions and UC Spiral Demonstrations of NETO®Eriable Information
Sharing to Respond to Situational Awareness a@ddiserse Spectrum of
Operational Requirements)

The second document is the “DISA Global Informat{end (GIG) Convergence Master Plan,”
whichidentifies five categories of DISA programs: Amgaliion, Services, and Data,
Communications and Networks; Information Assurametwork Operations and Enterprise
Management; and Computing Infrastructure. ThesAQdrograms and their migration directly
affect the UC migration. The five categories vilie UC initiatives addressing them in
parentheses are as follows:

e Applications, Services, and Data (UC Collaborafs@mvices Non-Assured
Services with Quality of Service (QoS) and Assusedvices with QoS)

e Communications and Networks (UC Assured Serviceas MR and UC APL
Products)

¢ Information Assurance (End-to-End Information Asswre UCR and
Information Assurance Governance)

e NETOPS and Enterprise Management (NETOPS Conceéppefations
(CONOPS)/Joint Tactics, Techniques, and ProceddieEPs), UC Element
Management Systems (EMS))

The third document is the “Defense Information 8gsiNetwork (DISN) Technical Evolution
Plan (DTEP).” The DTEP addresses “how” and “whiem”the DISN UC technical migration.

The DTEP includes a section on DISN UC evolutiod arsection on DISN UC deployment,

11
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which addresses the technology migrations outlingtle “DoD Unified Capabilities
Requirements (UCR).” The UC MP is consistent whikse DISN documents, as well as DoD
Components’ UC technology implementation planse DA EP four key capabilities with the
UC initiatives addressing them in parentheses sifellbws:

e Information Assurance (Information Assurance TechAhRequirements in the
UCR and Information Assurance Governance)

e Connectivity (Assured Services Requirements indfodR)

¢ Network Management (NETOPS CONOPS/JTTPs, UC EMS)

e Interoperability (UCR and Test Programs for UC 8lgiand for UC APL
Products)

There are two documents essential to synchroniavestments across DoD by the Defense
Information Systems Agency (DISA) and other DoD @oments. These documents are the UC
implementation plans, and the UC Network CutovanBI(NCPs). The UC MP defines three
spiral timeframes (i.e., near-, mid-, and far-tetmbpe used as context for DoD Components’
POM actions. The UC implementation plans syncla®iine deployment of UC from a DoD
networks perspective based on DoD Components’ asitiqui plans by quarter of fiscal year

(FY). The UC NCPs ensure the readiness of UGrsstallations, UC Transport and Network
Operations and Security Centers (NOSCs) as thegnbeoperational.

The most demanding set of requirements in thesemets are those associated with the
following:

e |Information Assurance consistent with the DoD Infation Assurance
Certification and Accreditation Process (DIACAPY&®ecurity Technical
Implementation Guides (STIGs) that must changeteotly due to emerging
vulnerabilities and threats

e Assured services across hybrid circuit-switched [@ndetworks

e End-to-end Interoperability among multiple vendors

e End-to-end Interoperability between fixed and nplétideployable programs

e NETOPS: Performance: Sustaining high QoS fortereiRd voice, video,
collaboration, and data performance over IP netsork
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e NETOPS response to situational awareness: col#lely adapting DoD
networks via the command hierarchy to meet missesds

e Internet Protocol Version 6 (IPv6) end device td drvice performance
leveraging the capabilities of IPv6

e Fully leveraging Commercial Off-the-Shelf (COTSafieres associated with
UC to enhance mission and combat support prodtictivi

These requirements are the most demanding, betRusesed technologies have inherent
Information Assurance limitations that must be gated, and they were not designed originally
for the voice and video subset of UC services,smaequire a variety of technigues to suppor
UC services properly. Thus, IP-based technologigaire GIG Enterprise Wide Systems

Engineering (EWSE) by the Government, developmgnhdustry, and test and evaluation by
the Government to satisfy the policies and meetdéhjgirements. In addition, the challenges
and military services funding limitations force fimstallation of a common IP technology base
to occur over a number of FYs. Thus, networks éhasehybrid technologies including a mix of
technologies (e.q., circuit-switched and/or IPY] aonverged or non-converged solutions, will
be required for many years. The UC Deploymentdipinave been structured to resolve thesg
challenges and to result in approved productshierioD Components to purchase.

—

A} %4

Overarching * GIG Architectural Vision
Policyand . *GIG 2.0 CONOPS,

Y i e el e Initial Capabilites Document &
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3.2 MISSION CAPABILITIES

Assured Services Features (ASFs) must be providedlbnetworks based on the mission of the
users consistent with their roles in peacetimaisrand war. There are users who need the full
range of assured services, those that only neétdtimassured services, and those that need non-
assured services. Even if requirements for asserdces do not apply to all users at a site the
Assured Information Protection features cannotdmgated.

In the operation of networks that provide UC sazsidche DoD Components shall comply with
ASFs requirements, i.e., Assured System and Net®waidability, Assured Information
Protection, and Assured Information Delivery) deflras follows:

1. Assured System and Network Availability. Acheéemvthrough visibility and control over
the system and network resources. Resources araged and problems are anticipated
and mitigated, ensuring uninterrupted availabgibd protection of the system and network
resources. This includes providing for gracefudrdelation, self-healing, failover,
diversity, and elimination of critical failure pdg1 This ASF supports user traffic during
peacetime, crisis, conflict, natural disaster, aetivork disruptions, and possesses the
robustness to provide a surge capability when rieede

2. Assured Information Protection. Applies to mf@tion in storage, at rest, and passing
over networks, from the time it is stored and aajakd until it is distributed to the users,
operators, and decision makers. Secure end deshedisbe used for the protection of
classified and sensitive information being passeehisure its confidentiality, integrity, and
authentication. The DoD networks that provide ¢@/&es shall be configured to
minimize attacks on the system that could resuitainial or disruption of service. All
hardware and software in the network must be Inédiom Assurance certified and
accredited.

16
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have the ability to optimize session completioesatespite degradation due to network

disruptions, natural disasters, or surges durirgiscor war.

3.2.1

Assured Services Features

This section provides more specific mission cajitédsl associated with the three UC Assured

Services of Assured System and Network Availahiltgsured Information Protection, and

Assured Information Delivery. The DoD UC netwoesd services shall have the following

ASF to provide these three UC Assured Services:

1. Assured System and Network Availability. Sugpanission critical traffic during

peacetime, crisis, conflict, natural disaster, aetlvork disruptions and possesses the

robustness to provide a surge capability when reedi@e following objectives contribute

to the survivability of the UC:

a.

No single point of vulnerability for the entmetwork, to include the NM facilities.

No single point of vulnerability within a COCOM-deéd geographic region of the
COCOM's theater.

No more than 15 percent of the bases, postfgamn stations (B/P/C/Ss) within a

COCOM-defined geographic region of the COCOM'’s theaan be affected by an
outage in the network.

Networks robustness through maximum use ofraltare routing, redundancy, and

backup.

To the maximum extent possible, transport suppmpmajor installations (i.e.,

B/P/C/S, leased or commercial sites or locatiornf)use physically diverse routes.

The National Military Command Center (NMCC) (akiternate), COCOMSs, or DoD

2. Assured Information Protection.

Component headquarters will not be isolated lotiggn 30 minutes because of an
outage in the backbone (long-haul) portion of thevork.

a.

Secure Els (SElIs) shall be used for the proatect classified and sensitive

information being passed to ensure its confidahfiahteqgrity, and authentication.

The UC networks shall be configured to minimanel protect against attacks that

could result in denial or disruption of service.
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c.  All hardware and software in the network mustrifermation Assurance certified
and accredited and operated in accordance with jl#id/most current Security
Technical Implementation Guides (STIGS).

3. Assured Information Delivery.

a Assured connectivity ensures the connectivitgnfiser instrument-to-user
instrument across all DoD UC networks, includin®UGovernment-controlled UC
network infrastructures, achieved under peacetom&s, and war situations.

b. The DoD UC networks are required to provide pdence based assured services
(PBAS) for delivery of UC services. Precedenceedasssured services (PBAS)
requires the ability of the DoD UC networks to opitie session completion rates
and, in some cases, prevent blocking of all missritical users’ sessions despite
degradation because of network disruptions, natlisalsters, or surges during crisis
or war. The DoD UC networks shall be designed withcapability to assign and
reallocate resources on demand consistent withanipsecedence. For voice and
video sessions, PBAS shall allow higher precedesees to be provided with
resources that had been allocated to lower precedsssions. The PBAS is not
required in the wide area network (WAN). Five m@ence levels shall be provided.
They are FLASH OVERRIDE (FO), FLASH (F), IMMEDIATH), PRIORITY (P),
and ROUTINE (R). Authorization for origination séssions that use these
precedence levels to support mission-critical sessshall be determined by the Joint
Staff and COCOMs. All users shall be capable oéirg@ng precedence UC services
sessions since locations of crises and wars cdrendétermine in advance.

c. __ Unified Capabilities services must be respongiviie needs of FLASH and FLASH
OVERRIDE sessions, that are provided nonblockimgise (i.e., P.00 threshold)
from user to user. (NOTE: P.00 is the probabitlitst out of every 100 calls, the
probability is that zero sessions will be blocked.)

d. Precedence-based sessions placed to Els thasyraevith lower precedence-based
sessions shall be absolutely assured completiadite person. This shall be
accomplished by immediate disconnection of the fquecedence session and
immediate completion of the higher precedence sessi

e.  Visibility and Rapid Reconfiguration. If blocig occurs to users’ sessions caused by
crisis surge traffic, the network shall be rapidhgonfigurable to assign resources
consistent with the response to SA to ensure minhoaking to services critical to
the response. Both DISA and the military servstesll provide around-the-clock
network operations centers (NOCSs) that overseeeyoideo, and data services.

DISA shall oversee the DISN systems and shall nead-write access to DISN
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systems, which are shared with the military ses/fog cost avoidance, such as the
multifunction softswitch (MESS) or WAN Softswitc88). All NOCs shall have
EMSs that allow for read-write access for the systéor which they have direct
responsibility. In addition, the Joint Task Forc&lobal Network Operations (JTF
GNO)-sponsored NETOPS COI metadata standards &rthiation sharing
capabilities shall be used by all NOCs to sharenadaperformance data, and troubls
tickets. Information sharing shall allow for prding visibility E2E and for
modifying the configuration of network componerds,needed, to respond to SA.
All actions shall be coordinated with DoD Compoesiffected before such actions
are taken, if possible, consistent with the “Operal Tempo” and after such actions
are taken.

D

\°£J

Mitigation of blocking of sessions that occurrithg short-term traffic surges shall be

accomplished via PBAS.

During times of surge or crisis, the CJCS caedliimplementation of session

controls to allocate the use of resources in thwark to meet mission needs.

The global and theater networks must be abdeipport a regional crisis in one

theater, yet retain the surge capability to resgorairegional crisis occurring nearly
simultaneously in another theater.

Unified Capabilities networks shall be designgth the capability to permit

interconnection and interoperation with similar\Bezs’ deployable programs, U.S.
Government, allied, and commercial networks. Alldware and software in the
network must be certified as interoperable.

Unified Capabilities networks shall be designecssure that E2E voice, video, and

data performance are clear, intelligible, not distt or degraded, using commercial
standards performance metrics. The DoD UC netwshk#l be designed to meet
voice, video, and data performance requirements EXployed UC networks can
provide degraded performance consistent with mgetission needs as compared {o
fixed UC network performance.

Non Assured voice and video flows shall be gaior controlled to ensure they do

not degrade the performance of assured voice ambviows that are using PBAS.
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SECTION 4
UNIFIED CAPABILITIES DESCRIPTION AND KEY PROCESSES

4.1 OVERVIEW

This section describes UC services, E2E UC netwesigns, the UC products that support those
designs, and the core processes needed for a viengain placement of its UC products on the
DoD UC APL. Use of products from the DoD UC APloats DoD Components to purchase
and operate UC products over all DoD network irtfftagures. This section applies to both

fixed and deployable products that support UC ses/on DoD networks.

4.2 UNIFIED CAPABILITIES SERVICES DESCRIPTION

The major drivers of mission needs for UC servanesddressed in Section &e-Deb

als v hrise-architecture-as-¢d d-by-Elés hitectural Visiof-and-the Joint
Staftvalidaed requirements in the “GIG 2lGD." UC services ar&his objective enterprise
architecture-iglriven by emerging IP and changing communicatienirologies, which
recognizes evolving communication capabilities froomnt-to-point to multipoint, voice-only to
rich-media, multiple devices to single device, Wite wireless, non-real time to real time, and
scheduled to ad hoc.

Assured UC services are required to meet the reqpants of the IP-enabled battlefield of the
future. Unified Capabilities will allow the DoD tchieve the following:

e Ubiquitous, robust, and scalable E2E networks, kemaintegrated
operations.

¢ Proliferation of IP-addressed sensors, munitiorssdnsors, and logistics
tracking applications, which will enhance situaibassessments and
information availability.

e End-to-end security, authentication, and non-regiah, which will enable
new Information Assurance strategies that supp@sion assurance.

¢ Increased operations tempo supported by rapid anargtional capabilities,
shared SA, and improved wireless and mobility suppo

e Greater support for communications on the move.

¢ Dynamic formation of COls supported by improved ticalkting.
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e Real-time collaboration using integrated voice gadand data capabilities.
e SA using NETOPS COl information sharing.

e Rapid and agile IT infrastructures with the capgabtb “discover” adjacent
networks and plug-n-play to facilitate quicker, malynamic responses.

Unitied-CapabilitiesVoice, video and datservices that are addresdedintegrationin the UCR |
are as follows:

1. Voice and Video Services Point-to-Poiftrovides for two voice and/or video users to be
connected end instrument (El)-to-El with servides tan include capabilities such as
voice mail, call forwarding, call transfer, call Mg, operator assistance, and local
directory services.

2. Voice ConferencingProvides for multiple voice users to conducbbadoration session.

3. Video Teleconferencing (VTC)Provides for multiple video users to conduceadnd
voice collaboration with a variety of room contréds displays of the participants often
with a variety of scheduling tools.

4. E-Mail/Calendaring Provides for users to send messages to onery raaipients with
features such as priority marking, reports on @einstatus and delivery receipts, digital
signatures, and encryption. Calendaring allowsstieeduling of appointments with one or
many desired attendees.

5.  Unified Messaging Provides access to voice mail via e-mail or ss¢e e-mail via voice
mail.

6. Web Conferencing and Web Collaboratid?rovides for multiple users to collaborate with
voice, video, and data services simultaneouslygusieb page type displays and features.

7. Unified Conferencing Provides for multiple users to collaborate withce, web, or
videoconferencing integrated into a single, comsdéd solution often as a collaboration
application.

8. Instant Messaging (IM) and Cha&®rovides real-time interaction among two or masers
who must collaborate to accomplish their respotisds using messages to interact when
they are jointly present on the network. For IMggence is displayed.

21



DoD UCR 2010
Section 4 — UC Description and Key Processes

a. Instant messaging provides the capability fersiso exchange one-to-one ad hoc
text message over a network in real time. Thdifferent and not to be confused
with signal or equipment messaging, in that IMlgagys user generated and user
initiated.

b. Chatprovides the capability for two or more users opegeon different computers
to exchange text messages in real time. Distitguigrom IM by being focused on
group chat, or room-based chat. Typically, roomsigéence is a key feature of
multiuser chat; in contrast with typically ad hdd tapabilities.

c. Presence/Awareness is a status indicator timaegs ability and willingness of a
potential user to communicate.

9. Rich-Presence Servicesllows contact to be achieved to individualsdzhsn their
availability as displayed by presence informatigmf multiple sources, including IM,
telephone, and mobile devices.

10. Mobility. Provides the ability to offer wireless and wiasztess, and applies to voice,
e-mail, and many other communication applicatiohsncludes devices such as personal
digital assistants (PDAs) and smart telephonesadthtion, it provides for users who move
to gain access to enterprise services at multjations (e.g., your telephone number and
desktop follow you).

Each of these UC services need to be provided twonks that meet E2E performance
standards for QoS, which are defined in SectiorB5!8etwork Infrastructure End-to-End
Performance Requirements, for all DoD networks.
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434 MIGRATION TO UNIFIED CAPABILITIES

The DoD “UC MP” provides the details on the migoatto UC services. This section provides
an overview of that migration to assist the DoD @oments acquisition organizations and
product vendors in understanding how the produdtde used to meet mission needs.

The purpose of the “UC MP” is to

1. Define DoD’s migration from the current legacy teologies to converged net-
centric, IP-based voice, video, and data services.

2. Serve as a guideline to the DoD Components in tepgpation of migration and
acquisition plans for phasing out circuit-switchexce and video services and
initially phasing in Voice and Video over IP (VV0IBervices, and other UC services
that will operate in converged voice, video, anthdetworks. The “UC MP”
addresses synchronization of life-cycle activitfesm acquisition to operations, for
networks that provide UC services.

3. Provide guidance for DoD Components’ POM submission

The challenges of UC migration and DoD Componenxlgets prevent the ability to install a
common IP technology base as a global “flash ciihus, networks based on hybrid
technologies will be required for many years. TH8N Evolution Spirals (see Figure 4.4-1,
DISN Evolution Spirals) have been structured torasgsl these challenges.

The DoD UC migration strategy must be integrateith ISN and DoD Component
implementation planning to sustain E2E capabilitrea hybrid technology environment. The
“UC MP” is structured to synchronize the DoD Comenots’ migration to E2E voice, video, and
data services as rapidly as resources allow, densiwith respective business cases and mission
needs.

To support timely UC implementation, the migratgirategy is structured to fully leverage
DISN technical refreshment investments. The “UC’4Pbased on the DISN Spiral timeframes
to synchronize DISN and DoD Components investmehigure 4.4-1, DISN Evolution Spirals,
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illustrates the Near-Term, Mid-Term, and Far-TeriB® Spirals that depict the evolution to the
target capabilities and infrastructure. Thesedl8pirals are as follows:

e Near-Term CurrenE¥-2008-2012) — Circuit-Switched to IP Convergence

e Mid-Term (FY 2013-2016) — Voice, Video, and DateStwared IP
Convergence

e Far-Term (FY 2017-2020) — Multiple ClassificatidnsUnified IP
Convergence

At the completion of each Spiral, UC services arplemented, both by the DoD Components
and in the DISN infrastructure. As shown in Figdré-1, network-oriented capabilities will
evolve to enhanced service oriented capabilities.

Network-Oriented

Almost
Everything
. QverlP

Mu}u;ﬂne s "
Classificalian= &g
o Unified

Circuit
o lP

Services-Oriented

S

Figure 4.4-1. DISN Evolution Spirals

Near-Term Spiral This Spiral focuses on enhancing the DISN IR @aid transport services to
transition from asynchronous transfer mode (ATMJ eime division multiplexing (TDM)
circuit-switched technologies to IP-based networkthernet will become the standard interface
for all DISN services. Converged voice, video, dath services will begin during this Spiral.

Mid-Term Spiral This spiral will focus on expanding convergedceo video, and data services
by integrating service specific networks into arsdaP-based network using improved IP QoS,
multicast, and session setup technologies. Ethéased transport services will support
different classification levels. Command and colnipplications will remain separate from the
IP networks for mission assurance. High Assurdnisgnet Protocol Encryptor (HAIPE)
deployments will be expanding. The phaseout ohisep legacy circuit-based voice, video, and
data networks in the DISN Mid-Term Spiral will exghas customers migrate to enhanced DISN
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IP data services. Assured services will providalatility, information protection, and
optimized information delivery.

Far-Term Spiral This Spiral will focus on the DoD CIQ’s visioarfnet-centricity by
establishing highly available, resilient, and sedi-based networks, to include command and
control applications. This DISN spiral will suppaoiser-encrypted, IP-based voice, video, and
data services at all classification levels ovenidied customer interface.

445 VOICE AND VIDEO DESI GN FOR UNIFIED CAPABILITIES  E2E
NEFPWORKS DESCRIPHONNETWORK DESIGN FOR UC
CAPABILITIES

This section provides a description of the E2E oekw that use the UC products specified in
Sections 5 and 6 that

e Establish the requirements needed by industry ¥eldp requirements-
compliant Unified Capability solutions,

¢ Provide the foundation for the development of WdfiCapability Test Plans
(UCTPs) for Interoperability and Information Assuica testing. These tests
are used to make the certification decisions nacgss place products on the
DoD UC APL.

e Provides Information Assurance requirements necg$saUC products to
meet DoD Information Assurance policy to becomerapgd products. Later,
these Information Assurance requirements will bedus assist in the
development of the STIGs needed to operate prop&Elpapproved products
once installed, and

e |dentify only the MINIMUM requirements and featurasplicable to all DoD
networks that support UC, which include voice arttéw operating in IP,
converged networks with data services.

Sections 5 and 6 do not contain a complete setqpfirements for the commercial off-the-shelf
(COTS) features that do not affect assured serldaeare of interest to users, because these
features do not provide interoperability with mplé vendors.

Specifically, this UCR specifies technical requiets for assured Interoperability and
Information Assurance of products that provideftiiwing set of UC, which will be expanded

in the future:

e Voice and video services point-to-point
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¢ Voice conferencing

e Videoconferencing

¢ E-mail/calendaring

e Unified messaging

e Web conferencing and web collaboration
e Unified conferencing

¢ Instant messaging and chat

e Rich presence

e Mobility

This section provides a network-level overviewltd E2E network designs and the products that
provide UC services. The E2E IP network desighustrated inFigure 4.5-1 which shows the
major components of the design and the resportgakili The edge is made up of the UC-
approved products, which include telephones, videtecs, assured services local area network
(ASLANS), local session controllers (LSCs), EdgauBdary Controllers (EBCs), and the
Customer Edge (CE) Routers. The edge is connéatibd DISN SDNs and Transport via
access circuits or via MILDEP Intranets.

MILDEP Responsibility DISA Responsibility MILDEP Responsibility
(B/P/C/Sand Access Connection) DISN SDN and Transport (B/P/C/Sand Access Connection)
A — A g A
' — ~ N N\
B/P/C/S Three Circuit
i astan - (OE] i #"L MAN/CAN-Based Edge
P pa B [ Options for | Collocated
n LSC I DISN SDN B/P/C/S il
1 MILDEP ASLAN-1 p
| ——
e T M Colloated || s "
= AsaN Access
P pa B ﬂg Robust MILDEP w
DISN SDN Intranet i
J"SC— Connection [ ale /’U:;B - b
| mspp > =] B/P/C/S
B/P/C/S Arrangements | @/ FSSI\. s LSC ASLAN-2
M ASLAN m WAN SS w

IPﬂE % \ ) DISN Routers \

52 o ) &
W = ASLAN
= u
LSC
LEGEND
ASLAN Assured Services Local Area Network M13 Multiplexer SDN Service DeliveryNode
B/P/CIS Base, Post, Camp, Station MAN Metropolitan Area Network SS Softswitch
CAN Campus Area Network MFSS Multifunction Softswitch U-AR Unclassified Aggregation Router
DISA Defense Information Systems Agency MILDEP  Military Department U-CE Unclassified Customer Edge Router
DISN Defense Information System Network MSPP Multi-Service Provisioning Platform U-PE Unclassified Provider Edge Router
IP Internet Protocol OoTS Optical Transport System WAN Wide AreaNetwork
LsC Local Session Controller P Provider

Figure 445-1. E2E IP Network Description

Currently, the sensitive but unclassified (SBU)ceoand integrated services digital network
(ISDN) video services subset of UC are providedhsyexisting TDM-based defense Switched
Network (DSN) and its components with Voice oveetnet Protocol (VolP) assured local area
network (LAN) services provided to the telephoneA8LANs. The TDM-based services on the
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network backbone will migrate over a long periodRebased assured services systems E2E,
over the MILDEP ASLANS, Intranets, and the DISNwettk infrastructure. During the
migration timeframe, SBU UC will be provided by ybinid arrangement of both TDM- and IP-
based systems. The Defense Red Switch Network KDREI remain based on circuit-
switched technologies as the only technologiesdhatcurrently provide multilevel security
(MLS). However, classified VVolP will migrate frothe current Voice over Secure Internet
Protocol (VoSIP) using the same network desigmasSBU VVoIP with a few feature
differences. In addition, the current DISN Videer@ces (DVS) VTC services will be provided
predominately by DSN ISDN TDM technologies witheavfsites capable of Video over IP for
both SBU and classified VTCs. Eventually, SBU alas$sified VTC services will migrate to the
SBU IP network design. Since the circuit-switci€aM-based network is well established, the
following subsections provide a UC network overvieyfirst describing VVolP subsystems
followed by an overview of the TDM-based DSN design

Figure 445-2 shows the three major E2E network segments: @Guest&dge, Network Edge, |
and the Network Core (DISN SDNs and WAN Transpavt)ich are all part of the UC E2E.

End users attach to the Customer Edge Segmenistingof either a TDM-based End Office
(EO), or the set of VVolP components of LSC, EBE, Router, and ASLAN. The Network
Edge and the DISN Network Infrastructure are eiffieM- or IP-based on the technology of the
Edge. Within the DISN MFSS, the technology conwers necessary for the different
technology edges to interoperate securely are peei.
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Simplified RTS Architecture lllustration: Sessions originate and terminate at local service domains within the GIG Edge Segments.
End-to-End Service Interoperability among the TDM-based and IP-based RTS technology is achieved through the MFSS.
The MFSS consists of a TDM side and a softswitch (IP) side.

*Two TypesofLANs: Non-ASLAN and ASLAN *Two Basic Types of SDNs: Robustand Non-Robust
LEGEND
ASLAN  Assured Services Local Area Network LSC Local Session Controller RTS Real Time Services
BB Backbone MFSS  Multifunction Softswitch SDN Service DeliveryNode
B/PIC/S Base, Post, Camp, Station MSPP  Multi-Service Provisioning Platform SS Softswitch
Cc2 Command and Control ocC Optical Carrier TE Traffic Engineering
CE Customer Edge Router OoTS Optical Transport System U-CE Unclassified Customer Edge Router
DISN Defense Information System Network P Provider VolP Voice over Intemet Protocol
EBC Edge Boundary Controller PE Provider Edge WAN Wide Area Network

GIG Global Information Grid
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UC END-TO-END
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Simplified UC Architecture Illustration: Sessions originate and terminate atlocal service domainswithin the GIG Edge Segments.
End-to-End Service Interoperabilityamong the TDM-based and IP-based UC technology is achieved through the MFSS.
The MFSSconsists ofa TDM side and a softswitch (IP) side.

LEGEND:

ASLAN Assured Services LAN GIG Global Information Grid P Provider

BB Backbone LsC Local Session Controller PE Provider Edge Router
B/P/C/S  Base/Post/Camp/Station MFSS Multifunction Softswitch SDN Service Delivery Node

c2 Command and Control MSPP Multi-Service Provisioning Platforms TE Traffic Engineered

CE Customer Edge Router ocC Optical Carrier uc Unified Capabilities

DISN Defense Information Systems Network oTS Optical Transport System U-CE Unclassified CE Router
EBC Edge Border Controller VolP Voice over Internet Protocol
*Two Types of LANs: Non-ASLAN and ASLAN ** Two Basic Types of SDNs: Robust and Non-Robust WAN Wide Area Network

Figure 445-2. High-Level Hybrid Voice and Video Network Degjn Illustrating the Three
Main Network Segments

445.1 Overview of Network DesigntP-Based-Desigifor Unified
Capabiities VVolP

This section provides a high-level overview of ¥i¢olP design within the context of the DoD
network infrastructure. Because the details gangrthe complete VVolIP design and more
specifically Assured Services are complex and abrdiseveral components, individual sections
are written within the UCR for each design compandrhe purpose of providing the high-level
overview here is to give a consolidated view oféhére VVolP as well as IM and Chat network
infrastructures and services design.

There are two types of LANs: ASLAN and non-ASLANhe mission of the subscriber (from
both an origination and receiving role) determindsch type of LAN to which they must attach.
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The DISN consists of hundreds of worldwide SDNeriobnnected by a highly robust,
bandwidth-rich optical fiber cross-connected corth\gigabit routers (i.e., the DISN Core). The
customer is responsible for ensuring the aggrematess bandwidth on the Network Edge
(Access) Segment is sized to meet the busy hdifictdemand for each service class and each
of the four traffic queues, plus a 25 percent stiogeoice and video traffic, plus a 10 percent
aggregate overhead for signaling, NM, and routiagjit.

Based on a site’s DISN Subscription Services (D&S)gnation as a mission-critical site, the
site’s access to the DISN WAN may be dual homelde ajor aspects determining the dual-
homing method required, (i.e., the type of SDN #naser location shall connect to, the location
of the Unclassified Customer Edge (U-CE) Routeaeiation to the type of SDN, and the type of
missions that the U-CE Router serves), are asvistlo

e Type of SDN
— Non-Robust — M13 multiplexer
— Robust —Multi-Service Provisioning Platform (MSR##)hout
Aggregation Router (AR) all with dual homing (as&ssufficient
bandwidth with 50 percent over provisioning)
— Robust — MSPP with Unclassified Aggregation Ro(teAR)
e U-CE Router Location for the SDN
— U-CE Router not at an SDN location

U-CE Router at a non-robust SDN location
— U-CE Router at a robust SDN location

e Type of U-CE Router

— Critical mission
— Noncritical mission

| As shown inFigure 445.1-1, a noncritical mission U-CE Router may connedh®nearest SDN
regardless of the type of SDN, while a critical sio® U-CE Router must be dual homed to two
separate robust types of SDNs. If a critical noisd)-CE Router is located on the same base as
an SDN, it still requires a second connection totla@r robust SDN.
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Network Edge Segment Connectivity when U-CE Router
IS NOT
Located at a DISN SDN

SDN TYPE

CONNECT TO
CLOSEST SDN

NON-

ROBUST
l 7/

NON Mission MSPP
Critical =
U- CE Router W ROBUST

MSPP]
Mission A == ROBUST
Critical

U-CE Router
DUAL HOMED
LEGEND
AR  Aggregation Router MSPP  Multi-Service Provisioning
CE Customer Edge Platform
M13 Multiplexer SDN Service Delivery Node

U Unclassified

Figure 445.1-1. Network Edge Segment Connectivity
When U-CE Router is Not Located at SDN Site

445.1.1 Overview of VVoIP Network Design Attributes

The most important consideration for implementing YVolP technology insertion associated
with the “VVolP Network Design” is not to degradestcapability to meet voice, video, and data
services mission requirements. Preventing degaudbegins with establishing a VVoIP
Network Design and requirements that meet curratgfined policies and requirements. The
requirements will be validated and updated via lasgessment testing in DoD laboratories and
via the UC Spiral testing on operational networkslascribed isection 4.4Migration to

Unified Capabilities.

The logical location of the major VVoIP networkrditites within the UC E2E design is shown
in Figure 445.1-2, Overview of VVoIP network Attributes. The loaati of attributes in terms |
of the Customer Edge (B/P/C/#)e Network Edge (Access), and the Network Codescted,
and the differentiation between assured servicenandassured service is shown between the
top half of the diagram and the bottom half of diegram, respectively.
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Network Infrastructure (SATCOM) for Deployed I

Network Edge

Customer Edge (B/P/C/S) or Deployed
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) . port or Deploye . ) . ]
: :| Assured Services = | with Precedence
« DSCPs . Gateway *| Senices LANS -
 PHB Determined by DoD [i| * SATCOM Deployed . Admission :
Networks basedonRTS [ii| * BW Constrained | control .
SLAs :| + Deployed Small : ASXE 1@ g :
« MPLS i  Footprint DrivingE2EIP  [: (S' ?_an :
» Encryption: HAIPE Not . H ignaing .
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: S&U s&U
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| Augmented Legacy Network Managementfor IP Services

with Manual Response to Policy Changes

Signaling & Directory Leverages Investmentin Legac
Edge (CCS7, CAS, PRI, H.320, H.323, Proprietary) AS -SIP & IPv6 Introduction

y STPs & Accommodates Diversity at the

LEGEND:
AR Aggregation Router DSCP Differentiated Services Code Point MPLS
AS Assured Services E2E End to End
ASAC Assured Services Admission Control GIG Global Information Grid OCONUS
AS-SIP Assured Services SIP GOS Grade of Service PHB
BW Bandwidth HAIPE High Assurance Internet Protocol PRI
Cc2 Command and Control Encryptor RTS
CAN Campus Area Network IP Internet Protocol S&U
CAS Channel Associated Signaling IPv6 Internet Protocol version 6 SATCOM
CCS7 Common Channel Signaling System LAN Local Area Network SBU

No. 7 MAN Metropolitan Area Network SDN
CE Customer Edge Router MFS Multifunction Switch SLA
DISN Defense Information Systems Network MFSS Multifunction Softswitch STP
DMS Defense Message System MOS Mean Opinion Score

Multiprotocol Label
Switching

Outside CONUS

Per Hop Behavior
Primary Rate Interface
Real Time Services
Secret and Unclassified
Satellite Communications
Sensitive But Unclassified
Service Delivery Node
Service Level Agreement
Signal Transfer Point
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Network Infrastructure (SATCOM) for Deployed I . Customer Edge (B/P/C/S) or Deployed
Network Core : Network Edge . AS LAN/CAN/MAN ol DISN Assured Services
Assured Service . = | Separate Separate . Class & SBU
Requirements . . . ifi ifi . i i
q !l + Dual Homing for = | Classified & C|aSSSgISd & s Voice, Video,
+ MeetASSLAs(e.g.,GoS [\  Mission critical Users . SBU Open Pt : Iaegacy& IP
MOS) = « Teleport or Deployed . Loop ) : | Endlinstruments
: i | Assured Services = | with Precedence
* DSCPs . Gateway . ! .
. : i| Services LANs :
* PHB Determined by DoD [{z| * SATCOM Deployed * | Admission .
Networks basedonUC [z * BW Constrained | control .
SLAs :| + Deployed Small : Oy :
« MPLS i Footprint DrivingE2EIP [ = (gSAC%_and :
« Encryption: HAIPE Not . H ignaing .
Used for SBU « I - = | Class & SBU Elastic
* HAIPE used for . H . (e.g.,DMS,
Classified o . Collaboration)
MFSs become MFSSs w = | without Precedence
: S&U s&euU
HAIPE I . AR CE Best Effort I :
— o o o e e o mmy e e e Em e mmm Ep e S mm e S mmm e G M mm e e e
| Augmented Legacy Network Managementfor IP Services ~ with Manual Response to Policy Changes I
Signaling & Directory Leverages InvestmentinLegac  y STPs & Accommodates Diversity at the
Edge (CCS7, CAS, PRI, H.320, H.323, Proprietary) AS -SIP & IPv6 Introduction
LEGEND:
AR Aggregation Router DSCP Differentiated Services Code Point MPLS Multiprotocol Label
AS Assured Services E2E End to End Switching
ASAC Assured Services Admission Control GIG Global Information Grid OCONUS Outside CONUS
AS-SIP Assured Services SIP GOS Grade of Service PHB Per Hop Behavior
BW Bandwidth HAIPE High Assurance Internet Protocol PRI Primary Rate Interface
c2 Command and Control Encryptor S&U Secret and Unclassified
CAN Campus Area Network IP Internet Protocol SATCOM Satellite Communications
CAS Channel Associated Signaling IPv6 Internet Protocol version 6 SBU Sensitive But Unclassified
CCS7 Common Channel Signaling System LAN Local Area Network SDN Service Delivery Node
No. 7 MAN Metropolitan Area Network SLA Service Level Agreement
CE Customer Edge Router MFS Multifunction Switch STP Signal Transfer Point
DISN Defense Information Systems Network MFSS Multifunction Softswitch
DMS Defense Message System MOS Mean Opinion Score
Figure 445.1-2. Overview of VVoIP Network Attributes

The functions contained in the boxes located withentop half oFigure 445.1-2 constitute the |
scope of the Assured Services functions while thegment of the boxes indicates where in the
overall design (WAN to Edge) the functions logigakside. Voice, video, and data sessions are
converged in the DISN WAN and the ASLAN, while antly only voice and video sessions are
supported by Assured Services.
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445.1.1.1 Queuing Hierarchy for DISN IP Service Classe

Section 5.3.3, Network Infrastructure E2E PerforogaRequirements, defines a four-queue
model for maintaining the required QoS for each Affgregate Service Class. Assured Voice,
User Signaling, and Network Control Traffic areqad in the Expedited Forwarding (EF)
gueue. Assured Multimedia Conferencing (i.e., \d)deaffic is placed in the Class 4 Assured
Forwarding (AF4) queue. Preferred data, non-assuk®IP; IM, Chat, and Presence; and
Operations, Administration and Maintenance (OA&K&ftic is placed in the Class 3 Assured
Forwarding (AF3) queue. All other traffic (datadaany other service) are placed in the Best
Effort (Default) queue. NOTE: User Signaling asated with non-assured VVolIP is placed in
| the EF queue. Figure54l.1-3 shows the queue structure and associated rules

Aggregate service Granular service DSCP
Precedence
class class (Base 10)
Control Network Control and N/A 48
Signaling
Inelastic/ Real Time User Signaling N/A 40
ShortMessage FO 32
Voice FO,F, I, P |41,43, 45,47 4 Queue Model at both
R 49 CE-Router (CE-R) and
N/A m Aggregation Router (AR)
Multimedia FO,F, I, P 33,35, 37,39
Conferencing R 34,36, 38 EFQueue
Broadcast Video N/A 24 Assured Voice, Signaling Local
Preferred Elastic Multimedia Streaming FO,F, I, P |25,27, 29, 31 AF4 Queue Session
R 28,30 Assured Video Controller
Non-Assured Voice N/A 46
AF3 Queue f—
Non-Assured Video |/ 26 Non-Assured VVoIP & XMPP E
. "
LowLatencyData:  |FO,F,I,P  |17,19, 21,23 DF Queue h
IM/Chat, Presence R 18,20, 22 Other Data Y H
High ThroughputData |FO,F, I, P 9,11,13,15
R 10,12,14
.
OA&M N/A 16 ‘_“‘;‘ <. I
&
Elastic Default (Best Effort) N/A 00 T ansm d
ams -III='=--'—“.::---- - ., EBC
an - n eSS
‘:-_----1 Femanenziis KN » "/4 =
_ * . <Y
4 = « =\ CE-RAN ; =
AR Data STy | @
DISN Core Firewall OV A gmnne =y
* 7 m— i
- = = Assured Voi Microsoft 15 ** ‘ |
ssure oice ocs S
mmmmmms UserSignaling i Non-Assured
== = == = Non-Assured VVolP i VYvoIP

| Figure 445.1-3. Queuing for the Bearer Design

There are two cateqgories of VVoIP. The first catgds assured VVolP and this category has
been discussed in depth in earlier sections. €bersl category is non-assured VVolP. Non-
assured VVolIP has many of the same characteretiessured VVVolP with two critical
exceptions. The first exception is that sessianigssion control (SAC) is not applied to non-
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assured VVolIP. SAC polices or controls the amotisessions that are offered to the network
SAC can be provided by LSCs or Gatekeepers (i.82%HGatekeepers) and is associated with
establishing a budget for the number of simultasesmssions and ensuring that the number o
active sessions is within that budget. ASAC ex$e84C to allow sessions to be preempted
when the SAC budget is at capacity and additioigidr precedence sessions are offered. TH
second exception is that non-assured VVolP sess@m$ot be traffic engineered to ensure Qq
The ability to apply SAC to assured VVoIP ensuted iissured VVOoIP is deterministic or
predictable in nature. Since the offered load&lwtable it can be traffic engineered and the
network can be designed for the traffic enginednad. Non-assured VVolP does not have S/
and therefore cannot be traffic engineered to enthat acceptable QoS is achieved. The nat
of non-assured VVoIP is that it is typically compdsf peer-to-peer sessions that do not tran
a centralized SAC appliance and therefore SAC dammapplied.

Mixing assured VVolP with non-assured VVolP wilktdt in the uncontrolled non-assured
VVoIP degrading assured VVoIP on congested netwofksensure acceptable QoS in IP
networks for assured VVoIP it is hecessary to astig assured VVoIP traffic to different
gueues than data sessions and non-assured VValénhgested connections. To delineate the
assured VVolP from the non-assured VVoIP (and aiypmes of packets) it is necessary to man
the IP packets with unigue DSCPs. Figure 4.4.1e8ides a table of the DSCP plan and the
gueuing approach that is extracted from SectiorB®Bthis document. In addition to queuing,
it is also essential to apply traffic conditionitogthe non-assured VVolP packets since the
packets are sent using the User Datagram Proto€P] and are connectionless. This means
that the host will continue transmitting at the samraite independent of the ability of the networ]
to support that rate and the UDP packets can quaadise the preferred data sessions that thd
are queued with (in four queue model) to termimtte to their use of Transmission Control
Protocol (TCP), which responds to congestion byebsing packet transmission rate. Enablir
traffic conditioning on non-assured VVoIP packeth gause unacceptable degradation on nof
assured VVolIP sessions during periods of high udagewill ensure that preferred data sessiqg
continue to get better than best effort performanaecordance with the UCR performance

objectives.

f
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The bandwidth for each queue must be provided basedsound traffic engineering analysis,

which includes the site budget settings, the sitgy/thour traffic load plus a 25 percent surge for

voice and video traffic, plus a 10 percent aggregatrhead for signaling, NM, and routing
traffic.

445.1.1.2 Customer Edge Segment Design
The Customer Edge Segment has the following ateghu

1. Nonblocking ASLAN. Atthe Customer Edge, the design has an ASLAdN ihdesigned
as nonblocking for voice and video traffic.
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2. Traffic Admission Control. The LSCs on a B/P/C/S use an Open Loop Asswedce
Admission Control (ASAC) technique to ensure thay@s many user-originated sessions
(voice and video) in precedence order are permdtethe traffic-engineered access circuit
consistent with maintaining a voice quality, asalié®ed in Section 5.3.3.15, Voice Service

Quality.

3. Call Preemption. Lower precedence sessions will be preempteti®@adcess circuit to
accept the LSC setup of a higher precedence lexgbing or incoming session
establishment request.

4. Traffic Service Classification and Priority Queues In terms of the CE Router queuing
structure, traffic will be assigned to the highaopty queues by an aggregated service
class as described in UCR Section 5.3.3, Netwdrkdtructure End-to-End Performance
Requirements.

5.  MPLS and MPLS VPNs. Can be implemented in the ASLAN but cannot berced to
the DISN.

RAE and Associated IT InfrastructureSee new Pp 4.4.1.1.2.%0

4451.1.2.1 B/P/C/S VVolIP Design

The military B/P/C/S-level design consists of anfd.&mplex that may consist of a redundant
LSC, or several LSCs in a cluster arrangement,LAN, campus area network (CAN), or
metropolitan area network (MAN) structure. The LABAN, or MAN design may be tailored

to a single building or an entire base structurth warying degrees of robustness tailored to
individual building mission requirements. Off-basmnectivity to the long-haul DISN network
infrastructure is provided through the EBC functidnterface to the local commercial telephone
network is provided through a Media Gateway (MG)diion within an LSC per local interface
requirements. Itis a MILDEP responsibility to d@gsand fund the base infrastructure design.

455.1.1.2.2 LSC Designs — Voice

An LSC is a call stateful voice, video, and signglserver product at the B/P/C/S that directly
serves IP and analog Els. The LSCs are the caomersf all DoD VVolIP signaling functions.
The functions provided by the LSC are found inMfeSS also. The LSC may consist of one or
more physical platforms. On the trunk side to\&N, the LSC uses AS-SIP signaling. If the
LSC interfaces to the public switched telephonevodt (PSTN) or to legacy B/P/C/S TDM
systems, it must support Primary Rate Interfacd)BRo, using its MG and Media Gateway
Controller (MGC). All LSCs provide PBAS via AS-SASAC for IP and via T1.619a.
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Figure 445.1-4, B/P/C/S-Level Voice over IP LSC Voice Designspwk examples of three |
possible configurations for connecting multiple LsS&h a B/P/C/S to the DISN WAN and the
MFSS. The U-CE Routers are dual homed and not stiomsimplicity. At the top of the

figure, the first case shown is where multiple LAMach with its own LSC and U-CE Router,
connect via separate access circuits to the DISNNWEach LSC would have its own traffic-
engineered access circuit bandwidth, which can@plpe predetermined number of sessions
(called a Budget in the figure). The limitationtbfs first case is that sessions from one LSC on
the base to another LSC on the base must trayeedeISN WAN and use the MFSS to connect
to another LSC. Should base connection to the DNSNN or the MFSS be lost, then sessions
from one base LSC to another on-base LSC coult@established. In addition, if one of the
LSCs was not using all its traffic-engineered baidlthiw(Budget A), a second LSC (Budget B)
could not use the unused bandwidth of the other (EBEiget A).

The second case, shown in the middle of the diagaiows sessions to be established through
the U-CE Router when connection to the DISN WANb&. Naturally, the access bandwidth
connecting the common U-CE Router to the DISN WADUiE need to be the sum of the traffic-
engineered bandwidth for each individual LSC (Bes B; + By). Again, if one LSC is not

using all its budget/bandwidth, the other LSC cdamuse the unused budget/bandwidth. For one
LSC to establish a session to the other LSC, withooess to the MFSS, then each LSC must
contain the directory information of all LSCs ore thase.

The third case, shown in the lower part of thefggsolves these limitations of being able to use
all the WAN access circuit bandwidth, and the dghiment of on-base sessions without the
need for DISN WAN connection or access to an MFSS.

The third case requires the design and implememntati an LSC cluster concept where a master
LSC, as shown in the figure, has a master direciball users on the base. Under this
arrangement, service order activity at one LSC balreflected automatically at all LSCs in the
cluster, including the master LS@nly the first case will be specified in detailthe UCR The
other two cases will require custom engineerinthefbase design (including the use of the LSC
portion of an MFSS where an MFSS is located onsa)ot ensure interoperability and
acceptable performance between the various ond#Searrangements and vendors.
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BASE LEVEL ARCHITECTURES

LSCs must have “stand-alone” operational capabilities to serve the local domain (B/P/C/S) users in case the connection to the
MFSS (or network-level softswitch) is severed. Required capabilities are in-domain (local) calling, routing of calls to/from PSTN
gateway, and user look-up of local directory information.

yd

PORTIONS OF ACCESS LAYER
BUDGET B ARE ALLOCATED TO
LSCs (B1 + B2 = B)

MULTIPLE LSCs

PRI, CAS

MASTER
LSC/SS

LsC

MULTIPLE LSCs — MASTER CONTROLLER

LEGEND:

AS-SIP Assured Services Session Initiation Protocol EBC Edge Boundary Controller MFSS Multifunction Softswitch

B/P/C/S  Base/Post/Camp/Station El End Instrument PRI Primary Rate Interface

CAS Channel Associated Signaling P Internet Protocol PSTN Public Switched Telephone Network
CE Customer Edge Router LAN Local Area Network SS Softswitch

DISN Defense Information Systems Network LsC Local Session Controller u Unclassified

Figure 445.1-4. B/P/C/S-Level Voice over IP LSC Designs
Some general rules to follow with respect to a erals§C and subtended LSCs are as follows:
1. Endinstruments served by a master LSC arectidike Els served by subtended LSCs.
2. The master LSC adjudicates the enclave budgetke the subtended LSCs.

3.  Either of the following two methods is accepgabl
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a. Method 1 — the master always ensures the highiesity sessions are served (up to
the budget limit of the access link) regardlestheforiginating subtended LSC, for
example,

(1)
(2)
3)

(4)

If the ASAC budget is 28.
Each subtended LSC (3 total) allowed 10 voess®ns (10 budgets).

Master LSC performs preemptions to ensure mighecedence sessions
succeed.

Master LSC blocks ROUTINE precedence sessiam ainy LSC after the
access link budget is met.

b. Method 2 — the master maintains a strict buttigesubtended LSCs, for example,

(1)
(2)
3)

If the ASAC budget is 30.
Each subtended LSC (3 total) with each allod@dessions.

Does not use unfilled LSC budget to servicevallROUTINE precedence
sessions from another subtended LSC.

All LSCs directly connect to an EMS that suppdite JTF-GNO.

The master LSC is not required to provide ameggged NM view of the subtended LSCs.

Master LSCs and subtended LSCs communicate ASA§IP and or proprietary signaling
protocols if LSCs are from the same vendor.

a. All signaling destined external to the enclaasges through the master LSC.

b.  Allows multiple vendors within the enclave osiagle vendor integrated solution.

Each LSC maintains two budget counts as follows:

a. Intraenclave (based on local traffic engineeand not associated with the access
link budget).

b. Interenclave (ASAC controlled by each LSC).
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8. ltis desired that connections to the PSTN @elyhrough the master LSC (simplifies
location services).

9. When a subtended LSC directly connects to thENP@Xxception situation, not desired),
then only Els of the subtended LSC can originateraceive calls from that PSTN
PRI/CAS trunk.

10. The master LSC is the only connection to erclBDM infrastructure (simplifies location
services).

The choice of the B/P/C/S LSC configurations isatefent on the size of the B/P/C/S. Very
small bases will have only one LSC so these cordipns are not of concern. Larger B/P/C/Ss
are most likely to have multiple circuit switchesréplace, and might try to set up the LSC
connections like their circuit switches, which wablgad to the undesirable configurations that
do not use master LSCs. Only the master configuras recommended.

445.1.1.2.3 LSC Designs — Video

Figure 445.1-5, B/P/C/S Video over IP LSC Designs, illustrates LISC designs for video
services. An LSC is a call stateful AS-SIP sigmglappliance at the B/P/C/S that directly serves
IP video-capable Els. The video LSC may consistna or more physical platforms. On the
trunk side to the WAN, the LSC uses AS-SIP sigrpliA Gatekeeper is an appliance that
processes calls to the WAN using H.323 or Sessiiiation Protocol (SIP) signaling. If the

LSC or Gatekeeper interfaces to the PSTN or tocke@4P/C/S TDM appliances, it must also
support PRI and channel-associated signaling (G&8)g its MG and MGC. All LSCs provide
PBAS via AS-SIP/ASAC for IP and via MLPP for the PR

Figure 445.1-5shows examples of three possible configurationsdonecting multiple video-
capable LSCs and Gatekeepers on a B/P/C/S to thd BIAN and the MFSS.

The first case is, shown at the top of the figureere multiple LANs, one with its own LSC and
U-CE Router, and another LAN with a Gatekeeperdf@E Router that connect via separate
access circuits to the DISN WAN. The LSC and tla¢e®eeper would each have its own traffic-
engineered access circuit bandwidth, which can@plpe predetermined number of sessions
(called a Budget in the figure). The limitationtbfs first case is that sessions from the LSC or
Gatekeeper on the base will not be able to commatmieith each other because of the different
signaling protocols in use by each. However, tB€land the Gatekeeper each will have
separate bandwidths that act independently to ete.

The second case, shown in the middle of the figallews sessions to be established through the
U-CE Router. In this case, both the LSC and thiK&eeper will act independently as described
in the first case, but both will connect to the sdthCE Router. However, the LSC video call
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and the Gatekeeper video call will connect to sseguorts on the U-CE Router. Naturally, the
access bandwidth connecting the common U-CE Reounitdwe DISN WAN would need to be the
sum of the traffic-engineered bandwidth for eaahvimual LSC (i.e., B1 + B2). Although each
router port processing video calls acts indepeng@nthe AF4 queue, both customer calls must
be treated equally when configured according to [polcy.

I

— (  LAN =
= BUDGET = A
AS-SIPOR LsC
PROPRIETARY DISN
'S
P |
'H- R
LAN o H.3230R SIP
E BUDGET =B
GATEKEEPER EBC
H.3230R SIP
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U-CE DISN -
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AS-SIPOR MFSS

PROPRIETARY
NOTE: BandwidthBudgetsA&B arein the

b
! same AF4 queue with the same PHB & drop
I LAN ﬁ-:‘_l. probability. Trafficshaping attheinput
T interfaceslimits the LSC to bandwidth A &

H.3230R SIP GATEKEEPER the Gatekeeper to bandwidth B.

@ BOTHANLSC AND A GATEKEEPER

AS-SIP &
H.323 OR SIP

—. LAN

AS-SIPOR
PROPRIETARY

INPUTSTO AMASTER CONTROLLER

NOTE: Somevendors may be able to combine
bandwidth Budgets A & B in the same AF4 queue
with the same PHB & drop probabilities. Traffic

GATEKEEPER shaping onasingle inputinterface may be based
H.3230RSIP on subnetnumbering orother methods.
LEGEND:
AF Assured Forwarding DVSII DISN Video Services Il MFSS Multifunction Softswitch
AS-SIP Assured Services Session Initiation Protocol EBC Edge Boundary Controller PHB Per Hop Behavior
CE Customer Edge Router LAN Local Area Network SIP Session Initiation Protocol
DISN Defense Information Systems Network LSC Local Session Controller SS Softswitch

Figure 445.1-5. B/P/C/S Video over IP LSC Designs |

The third case requires the designation and imphiatien of an LSC cluster concept as
described for the voice design$ection 445.1.1.2.2, LSC Designs—Voice |
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With regard to the Gatekeeper interworking with nhester LSC or SS in the third case, some
vendors may be able to manage the LSC-originadebveall in addition to the Gatekeeper-
originated call. In this case, the master LSC®mil manage Budgets A and B to make a more
efficient use of Budget C. Although the LSC videloand the Gatekeeper EI will still not be

able to communicate with each other because adreifit protocols utilized, the master LSC or
SS will be able to process the calls into BudgeffiCiently in the AF4 queue. All video calls
leaving the master LSC or SS must be treated gaioeatiomply with DoD policy.

4451.1.2.4 LAN and ASLAN Design

Requirements for the B/P/C/S LAN designs are defineSection 5.3.1, Assured Services Local
| Area Network. The principal LAN requirements anensnarized irFigure 445.1-6.

REQUIREMENTS

MEET VOICE, VIDEO & DATA PERFORMANCE

SERVICE CLASSES & PRECEDENCE MAPPED INTO DSCPs
QoS BY OVER-PROVISIONING/DSCPs

PACKET LOSS, JITTER, LATENCY METRICS

Uélghfcl:\lTP COMMERCIAL, MEDIUM, AND HIGH AVAILABILITY/POWER

VLAN FOR VOICE, VIDEO, DATA PERIPHERALS
NETWORK MANAGEMENT OF LAN

LEGEND

ASLAN Assured Services Local Area Network IATP Information Assurance Test Plan

c2 Command and Control LAN Local Area Network

DISN Defense Information Systems Network MOS Mean Opinion Score

DSCP Differentiated Services Code Point SLA Service Level Agreement

UCTP Unified Capability Test Plan
VLAN Virtual Local Area Network

| Figure 445.1-6. ASLAN Requirements Summary

Two types of LANs are ASLAN and non-ASLAN, deperglion the type of missions and users
served by a LAN. The two LAN types and three catisg along with user classes are illustrated
| in Figure 445.1-7, Three Categories of LANS.

| Table 445.1-1, LAN Requirements Summary, shows the requiremee¢sled based on
subscriber mission categoriRequirementare defined, as necessary, for the user while
Permittedallows other user types to be served (such asralhst is authorized FLASH
OVERRIDE and FLASH precedence is required to beeskon a High Availability ASLAN,
and other users are permitted on the same LAt Permittedneans that the user must not be
served (such as a user that is authorized FLASHRRIBPE and FLASH precedence cannot be
served by a Medium Availability ASLAN or non-ASLANNot Requirechre requirements that
do not have to be met for some users (such asrezgeints for diversity, redundancy, and power
backup that are not required for users that oneHROUTINE precedence).
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LAN CATEGORIES AND PRECEDENCE USERS

/

(C) D)

LISTED ON
THE UC APL

]
[T
] ORIGINATION
USERS
APL MFSS, LSC, M
PBX1, SMEO, ASLAN el
EO, MFS WITH MEDIUM AVAILABILITY m
VolIP LINE SIDE
R ONLY
ORIGINATION

PEACETIME USERS

NON-ASLAN

ASLAN
HIGH AVAILABILITY

NON MISSION CRITICAL

COMMERCIAL SERS
AVAILABILITY u
—1 BASE LAN INFRASTRUCTURE
LEGEND FO/F Flash Override/Flash
APL Approved Products List 1P Immediate/Priority P Provider
ASLAN Assured Services Local Area Network LAN Local Area Network PBX1 Private Branch Exchange Type 1
EO End Office LsC Local Session Contoller R Routine
Js Joint Staff MFS Multifunction Switch SMEO Small End Office
MFSS Multifunction Softswitch VolP Voice over Internet Protocol

Figure 445.1-7. Three Categories of ASLANS

An ASLAN that supports users authorized I/P issifeed as a Medium Availability ASLAN.
An ASLAN that supports users authorized FO/F issifeed as a High Availability ASLAN.
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Table 445.1-1. LAN Requirements Summary

USER PRECEDENCE ORIGINATION AUTHORIZATION
LAN REQUIREMENT
TEM NOT MISSION

FO/F I/P R CRITICAL
ASLAN High R P P P
ASLAN Medium NP R P P
Non-ASLAN NP NP P P
ASF R R R N
Diversity R R NR NR
Redundancy R R NR NR
Battery Backup 8 hours 2 hours NR NR
Single Point of Failure No No Yes Yes
User > 96 Allowed
GOS p= 0.0 0.0 0.0 Note 1
Availability 99.999 99.997 99.9 99.9
LEGEND
ASF Assured Services Features NP Not Permitted
ASLAN Assured Services LAN NR Not Required
FO/F FLASH OVERRIDE/FLASH P Permitted
GOS Grade of Service R Required
P IMMEDIATE/PRIORITY R ROUTINE
LAN Local Area Network
Note 1 GOS is discretionary and shall be determimeBoD Components.

The actual LAN implementation will vary from baseltase depending on building or facility
locations, installed cable plant, and the locatiod type of missions being performed on the
base.Figure 445.1-8 An Example of a Potential CAN with a Mix of Missi and Non-Mission-
Critical Users, is an example of one potential ASLi#nplementation. It shows a CAN
involving multiple buildings and types of missiosaus and how connectivity redundancy and
backup power time requirement of 8, 2, or 0 houesnaet in a cost-effective manner.

4.4.1.1.25 Regional ASLAN

Regional ASLAN designs are used where a local semnclave covers a large geographical
area. Regional ASLANS typically consists of a #n§ecurity enclave, employ a distributed
LSC architecture with redundancy and automatio¥&t of end instrument to a ‘backup’ LSC,
high-speed links with MPLS at the LAN core layarddRemote Media Gateways.

44.1.1.2.6 Required Ancillary Equipment

Operation of UC products requires support from eefunctions that normally are not part of an
LSC or EBC product. These functions/severs agrmed to as Required Ancillary Equipment
(RAE) and must be made available at the site tpatiphe LSC and EBC. RAE support
includes authentication, Authorization and AccongtfAAA) servers, access to a Domain Name
System (DNS) server, SYSLOG server, Network Tinmtdtol (NTP) server, Dynamic Host
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Control Protocol (DHCP) server and, for PKI ceddfie verification, access to an Online
Certificate Status Protocol (OCSP) responder.

445.1.1.3 Network Infrastructure E2E Performance (DioiDanets and DISN
SDNSs)

The DoD Intranets and the DISN SDNs serving SBU W/paffic currently do not use
HAIPEs. The DISN SDNs are assumed to be bandwidkthand robust. Since the ASLAN is
required to be implemented as nonblocking for vaiaed video traffic, it has no bandwidth limit
either. The access circuit, which can includetalls® communications (SATCOM) link from
the Edge to the DISN Core SDN, is the only potémi@endwidth-limited resource due to
funding, crisis traffic surges, or damage. Themfthe network design includes the use of
ASAC to prevent session overload and subsequeoé\arid video performance degradation
from the Customer Edge and to ensure that bandwgdibsigned to sessions based on
precedence. The DISN WAN provides high availapi{#9.96 percent or greater) using dual-
homed access circuits and the Multiprotocol Lalveit@ing (MPLS) Fast Failure Recovery
(FFR) in the Core.

IP End Office (LSC, EBC/IP Trunk, or TDM Interface)

| |
l

CORE|  feeeeee- { | 8-hrups

2-hrUPS

/1 N\ N\

m DISTRIBUTION
Bldg. X mir 8-hr Bldg.Y E-Ii' 2-hr

2-hr

@ I/P User I/P User User Category I/P Users Routine User or &
S ——— S —— frr . Non-Mission-Critical

User

Figure 445.1-8. An Example of a Potential CAN with a Mix ofMission and Non-Mission- |
Critical Users
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In order to ensure E2E voice and video servicedbpmance, an allocation of performance must
be established for the Services’ Intranets and D&ENIS, which are supporting IP-based voice,
video, and data services. The performance reqeimésrior voice and video is based on best
commercial practices for latency, packet lossrjjtand availability, which is allocated to the
Services’ ASLANs and their associated CE RouterEsdto the Services’ Intranets (called
MANs and CANSs) and to the DISN SDNs. Many techegusuch as MPLS, Multiprotocol

Label Switching — Traffic Engineered (MPLS-TE), gueg, mesh routing, and redundancy; can
be used by the networks to meet the performanoealbns. Currently, only the voice and
video performance metrics have been defined. Bapdication performance metrics will be
addressed in the future. The performance metwicgdice (E-Model R-Factor) and video have
been defined. Measurement techniques for valigdtiat the performance allocations have been
met and for isolating the portion of the E2E netkydhat is not meeting the allocations have
been developedEigure 445.1-9, Measurement Points for Network Segments, illtstréhe
components of the E2E network where measuremefitbewnade to ascertain compliance with
the Service Level Agreements (SLAS). The spe&f2& network performance requirements are
described in Section 5.3.3, Network Infrastructa®tE Performance Requirements.

MILDEP Responsibility DISA Responsibility MILDEP Responsibility
(B/P/C/S & Access Connection) DISN SDN and Transport (B/P/C/S & Access Connection)
A A A
' — N\

B/P/C/S

(=~ AsLAn " UCE MAN/CAN-Based Edge

P ﬁ W Three ™

s B/p/c/s

1 Conndction ASLAN-1 "
B/P/C/S

=~ AsLAN” UCE Optios for

P g B
ELSC MILDEP

B/P/C/S
=~ asLan T U-CE

1 nﬁ
1SC

MILDEP
U-CE Intranet P
H H — |
= B/P/C/S li=
. . ASLAN-2 w

LSC

T weros
- "
o

Distribution

Segments

DISN Routers

End InsXxment U-CEX U-AR U-ARtIo U-AR Short Customer Edge Segments
toU-CE Network Edge Network Core Segment Direct Collocated  Collocated with DISN SDN
Customer Edge Segments Segment Measurements Network Edge Access Via
Measurements Measurements Segment MILDEP
\ Intranet/Connew

GIGEnd-to End: RTS SLA

Measurement Points Illlustrating End-to-End Allocation of Performance Parameters, by Network Segments. There are three Network
Segments: the Customer Edge, Network Edge, and Core. The Customer Edge Segment is the infrastructure on the B/P/C/S that is the MILDEP ‘s
responsibility. The Network Edge Segment is the Infrastructure between the B/P/C/S U-CE and DISN U-AR that is the MILDEP’s responsibility to
provision to the first DISA network component. For SLA measurement purposes, the U-AR is the measurement point for SLA budget allocation.
The Network Core Segment is the infrastructure of the DISN SDNs and associated Transport that is the responsibility of DISA. The End-to-End
Performance for Latency, Packet Loss, Jitter, and Availability is allocated and measured between the End Instruments and B/P/C/S U-CE,
between the B/P/C/SU-CEs and the DISN U-ARs, and betweenthe DISN U-ARs.
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Figure 445.1-9. Measurement Points for Network Segments
454.1.1.4 EZ2E Protocol Planes

End-to-end services are set up, managed, and dedthy a series of functions and protocols
that operate in three planes commonly referred tsignaling, bearer, and NM planes. The
signaling plane is associated with the signaling) @ntrol protocols, such as AS-SIP, H.323,
and Resource Reservation Protocol (RSVP). Theebgtane is associated with the bearer
traffic and protocols, such as Secure Real-Tima&gpart Protocol (SRTP) and Real Time
Control Protocol (RTCP). The NM plane is assodat&h NM protocols and is used to transfer
status and configuration information between an ifgstem (NMS) and a network appliance.
Network management protocols include the SimpleMdet Management Protocol (SNMP),
Common Open Policy Service (COPS), and Secure Sbedion 2 (SSHv2).

454.1.1.5 ASAC Component

The ASAC technique is the key VVoIP design compaoreasuring that E2E SLAs (Grade of
Service (GOS) voice quality, user assured serteeaty, and call preemption to the El) are
met in the converged DISN. The ASAC technique Iwe® functional aspects of, and
interactions among, virtually all network elemeB&E.

Figure 445.1-10represents the first step in specifying the DISBFA by depicting a more
detailed functional breakdown of the components that shown irFigure 445.1-2, Overview
of VVoIP Network Attributes.
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DISN WAN
Network Core

Network Edge

CUSTOMER EDGE (B/P/C/S)
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«Control to MFSS, '"""""""" «State of Local LAN Sessions
LSC,EBC, ASAC | [Mh"RRmmmmsmssse, - «State of Local Access Layer Sessions
& CE Routers . * ‘Y *Precedence Level Authorized for Each Session
) \’ «Preemption of LAN and Access Layer Sessions (Includes Blocking) __I
@ NM A *, «Local Access Bandwidth Used
Media Gateway. .. . * «Local Access Bandwidth Available LSC
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«Appliance Authentication & IA Services "‘ . «Appliance Authentication & IA Services
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IAN'SS| *Opening and Closing
ASAC | MESS (WAN Level) or WAN SS ASAC “Pinholes”
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*Access Layer SLA Enforcer End Instrument
|| *Precedence Level of each RTS Session «Signaling Client
«Preemption of Core Segment Sessions (includes *COS Packet
Blocking) (Objective) Marking
*Process Input from Closed Loop System (Objective) *Precedence
*Directs MFSS SCS to modify resources (Objective) Assignment
*LSC Authentication
AccessCircuit *User Interface
AR Signaling Bearer Router Control
SEE=E= — — — —
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DISN WAN Customer Edge (B/P/C/S)

Network Core ‘ Network Edge | AS LAN/CAN/MAN DISN UC Services
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+ Control to """"""“‘ LSC Level ASAC
MFSS, LSC, nEmmmmERmERnn, « State of Local LAN Sessions
EBC,ASAC & paaTRER, *e * « State of Local Access Layer Sessions
«Precedence Level Authorized for Each Session
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@l ’o‘ «Preemption of LAN and Access Layer Sessions (Includ  es Blocking) |

Media Gateway - R ‘o‘ . *Local Access Bandwidth Used
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MESS s,
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*SCS | (2 LsCc
*NM A CE Router *SCS
«Global Call Request Routing (Location) P « Traffic Conditioning *NM ) _ _
Services = « Bandwidth — | °Local Location and Directory Services
«MGC 1 Management ~ | *MGC [Conditional] .
« Appliance Authentication & Information | *PHB * Appliance Authentication & Information
Assurance Services ‘s élszurLJa:greASui::r?t?csation & Authorization
M(l;?s s¢ *| EBC B *User Features & Services
« Topology Hiding
WAN SS|| MFESS (WAN Level) ASAC «Opening and -
ASAC | -State of UC WAN Sessions Closing “Pinholes " M End Instrument
«Access Layer SLA Enforcer 4 « Signaling Client
) ’ ASLAN v
«Precedence Level of eachUC Session - 4 *COS Packet
« Preemption of Core Segment Sessions (includes \ &UC y K4 Marking
Blocking) [Objective] Y ' *Precedence
*Process Input from Closed Loop System [Objective] Assignment
«Directs MFSS SCS to modify resources [Objective] *LSC
EBC Authentication
Access Circuit / ' - User Interface

U-AR
LEGEND N
AS Assured Services EBC  Edge Boundary Controller PHB  PerHop Behavior ;5'=9“§'”E ==
ASAC Assured Service Admission Control El End Instrument SCS  SessionControland Signaling |~~~ ~— ~
ASLAN Assured Service Local Area Network 1A Information Assurance SG Signaling Gateway Bearer
B/P/C/S Base/Post/Camp/Station LSC Local Session Controller SLA Service Level Agreement
Cc2 Command and Control MFSS  Multifunction Softswitch uc Unified Capabilities Router Control
CE Customer Edge Router MGC  Media Gateway Controller U-AR  Unsecure Aggregated Router — —
COos Class of Service NM Network Management WAN  Wide Area Network

DISN  Defense Information Systems Network PBNM Policy Based NM

Figure 445.1-10. Assured Services Functions

Detailed requirements for each function contaimethe boxes, the EBC, and the other
components of the ASFs are contained in Sectioi2 5A3sured Services Features
Requirements.

The Open Loop ASAC design, depictedrigure 445.1-11, Open Loop ASAC Network Desigd,
is specified as the current method for achievirsyeexd services E2E. The ASLAN connects via
a local access circuit to a backbone network tbasists of a Core MPLS-capable network.
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Backbone AS
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LEGEND:
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ASLAN Assured Services Local Area Network MFSS Multifunction Softswitch VolP Voice over Internet Protocol

Figure 445.1-11. Open Loop ASAC Network Design

The local assured services domain consists of aAHIAN, LSC, and access circuit. Both the
local assured services domains and the backbonesdsservices domains are realized with
functionality in the signaling plane and the begane to initiate and sustain a voice and video
session.

NOTE: Deployable VolP products may connect via poessed satellite circuits to the DISN
backbone and operate in a similar manner to fixedyrcts on an ASLAN.

| The components of the Open Loop ASAC method arevshio Figure 445.1-12 Open Loop
ASAC for SBU Voice and Video. In the access cireund the ASLAN, AS-SIP signaling (see
Section 5.3.4, AS-SIP General Specification) isdusgthe LSC and MFSS to establish or
preempt voice and video sessions based on preczdedeengineered traffic levels on the
access circuits (both origination and destinatiotisg. In the bearer plane, the QoS/DSCP
manages router per-hop behavior (PHB) based otypieeof service class. Both the ASLAN
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and the backbone are assumed to be traffic engidéerbe nonblocking for voice and video
traffic. In the DISN Core, the DISN SLAs will supg voice and video with assured services
provided by QoS/Differentiated Service Code PdD®BCP), traffic engineering, and MPLS.
Traffic with no marking will be treated as Best &t
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LEGEND:
AS Assured Services El End Instrument PHB Per-Hop Behavior
ASAC Assured Service Admission Control GIG Global Information Grid QoS Quality of Service
AS-SIP Assured Services Session Initiation Protocol LAN Local Area Network SBU Sensitive but Unclassified
B/P/C/S  Base/Post/Camp/Station LSC Local Session Controller SSs Softswitch
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DSCP Differentiated Services Code Point

Figure 445.1-12. Open Loop ASAC for SBU Voice and Video

The LSC manages a budget for sessions determindtelypice and video traffic-engineered
bandwidth of the associated access infrastructlihe Resource-Priority header portion of the
AS-SIP signaling message conveys the precedertbe ofesired session establishment to the
destination end LSC. Both the originating and idesion LSCs independently manage their
session budgets, so that sessions are permitestailished by precedence until the budget limit
is reached. Then a new session can be allowedfanlpwer precedence session is available to
preempt. At the originating end after preemptias taken place, if necessary, the origination
request is sent to the destination upon whichy gftsemption has taken place, if necessary, the
request acceptance is returned to the originat®@.LIf the originating LSC is at its budget

limit and has no lower precedence session to predghgn a blocked session indication, in the
form of a Blocked Precedence Announcement (BPA),b&isent to the originating EI. If the
terminating LSC is at its budget limit and has owér precedence session to preempt, then a
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Session Request Denied message will be returni toriginating LSC, which, in turn, will
send a BPA to the El. For ROUTINE precedence calishing the maximum budget limit, “fast
busy” (120 impulses per minute (ipm)) will be semthe originating EI. All AS-SIP voice users
and some H.323 video users will come under Opem IABAC. Some H.323 video users on a
base may choose to use a separate H.323 Gateleawpeot come under LSC Open Loop
ASAC.

NOTE: Data traffic (non-voice and video) does hate any ASAC and is handled as Best
Effort or preferred data, if the data applicatiorplements DSCP packet markingigure
445.1-13 Converged VVoIP Design: Signaling, QoS, and AsdiBervice, shows the aspects
of ASAC, signaling, and QoS (CE Router queues dtl)Rn one diagram.

Session control processing to establish, maingaid,terminate sessions is performed by the Call
Connection Agent (CCA) part of the LSC and MFS&n8&ling is performed by the Signaling
Gateway (SG) (used for CCS7), the MG (for CAS)thar AS-SIP signaling appliance part of the
LSC and MFSS depending on requirements for a pdatisession. Local subscriber directories
are stored in the LSCs and network-level worldwilgting tables and addressing and
numbering plans are stored in the MFSS.
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» Signaling: The local LSC manages ASAC on edge and on access link to the WAN, by preempting and/or blocking both incoming and

outgoing sessions.

— LSC forwards priority of connection requestvia AS-SIP.
* QoScomplementssignaling in supportof assured services.
— DSCP assignmentas per QoS WG recommendation determines mapping to PHB.
— The CE uses 4 queuesthat are bandwidth sized based on traffic-engineered loads:
« Voice, signaling, &routing in EF queue.
« Videoisplacedinan AF queue with two drop probabilities.
« Preferred data & NM in an AF queue with 2 drop probabilities.
« Datainan AF queue as Best Effort.
* LSC/ASAC to EBC interface required to indicate which RTS packet flows to allow into the WAN.
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CE Customer Edge Router

DSCP Differentiated Services Code Point

EBC Edge Boundary Controller

EF Expedited Forwarding
P Internet Protocol
LsC Local Session Controller

MFSS Multifunction Softswitch
NM Network Management
PHB Per-Hop Behavior

QoS Quality of Service

RTS
VolP
VVolP
WAN
WG
XMPP

Real Time Services

Voice over Internet Protocol
Voice and Video over IP
Wide Area Network
Working Group

Extensible Messaging and
Presence Protocol
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AS-SIP AS-SIP VIDEO
== N

Pro Drig tary -

AS-SIP § AS-SIP
—> i ¢—>
Lsc. M

i
LsC Fss CE RouterQueues

EF QUEUE
Assured Voice,

E J Signaling
' Core

pel=A (Black) AF4 QUEUE
Assured Video

AF3 QUEUE
Non-Assured VVoIP
& XMPP

I‘ H.323
. ASAC
GATEKEEPER

DEFAULT
Other Data

» Signaling: The local LSC manages ASAC on edge and on access link to the WAN, by preempting and/or blocking both incoming and
outgoing sessions.
— LSC forwards priority of connection requestvia AS-SIP.
¢ QoScomplementssignaling in supportof assured services.
— DSCP assignmentas per QoS WG recommendation determines mapping to PHB.
— The CE uses 4 queuesthat are bandwidth sized based on traffic engineered loads:
* Voice, signaling, &routing in EF queue.
« Videoisplacedinan AF queue with two drop probabilities.
* Preferred data & NM in an AF queue with 2 drop probabilities.
« Datainan AF queue as Best Effort.
* LSC/ASAC to EBC interface required to indicate which packetflows to allow into the WAN.

LEGEND EF Expedited Forwarding PHB Per Hop Behavior

AF Assured Forwarding EBC Edge Boundary Controller Qos Quality of Service

ASAC Assured Service Admission Control P Internet Protocol VolP Voice over Internet Protocol
ASLAN Assured Services Local Area Network Lsc Local Session Controller WAN Wide Area Network

AS-SIP Assured Services Session Initiation Protocol MFESS Multifunction Softswitch WG Working Group

CER Customer Edge Router NM Network Management XMPP Extensible Messaging and
Dscp Differentiated Services Code Point Presence Protocol

Figure 445.1-13. Converged VVoIP Design: Signaling, QoS, drmssured Service
454.1.1.6 Voice and Video Signaling Design

The voice and video signaling design for SBU vaod video is shown iRigure 445.1-14

SBU Voice and Video Services Signaling Design. é¢tassified voice and video, only the
AS-SIP signaling is used since classified VVolPsloet have a TDM legacy infrastructure
embedded in the design. During migration, both2d.8nd AS-SIP signaling will be used in
classified VVolIP. Classified VVoIP interfaces tetTDM DRSN via MGs and SGs. A
standalone SS will support AS-SIP signaling indlessified VVolP network. For SBU voice
and video, on the edge of the DISN IP WAN cloudL.&€ on the B/P/C/S signals via AS-SIP
to the network-level SS part of the MFSS. The TBEWMSs signals via DSN CCS@ the TDM
switching part of the MFSS. The MFSSs use AS-&ifvben themselves to set up IP-to-IP El
sessions across the DISN IP WAN.
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Major Features of AS-SIP_Specification
*RFC 3261 Based

* Augmented for
« Precedence (Priority Header)
« AS Preconditions (Conditional)
 Defined
« Session Description Protocol (Subset Selected and S
« Call Flows (IP to IP, IP/TDM)
*Video

ubset of Options)

* Desk Top Video
*VVTC Features
« Information Assurance

LEGEND
AS
ASLAN
AS-SIP
CAS
ccst
DSN

Assured Services

Assured Services Local Area Network
Assured Services Session Initiation Protocol
Channel Associated Signaling

Common Channel Signaling System No. 7
Defense Switched Network

P
ISDN
Lsc
MFSS
PRI
PSIP

RFC
ss
STP
TDM
VTC
WAN

Internet Protocol

Integrated Services Digital Network

Local Session Controller

Multifunction Softswitch

Primary Rate Interface

Program and System Information Protocol

Request for Comment
Softswitch

Signaling Transfer Point
Time Division Multiplexing
Video Teleconferencing
Wide Area Network

Figure 445.1-14. SBU Voice and Vide&ervices Signaling Design

The MFSSs use DSN CCS7 to set up TDM-to-TDM Elisessacross the TDM trunking part of
the DISN WAN. Both types of signaling are requitedupport a hybrid TDM and IP EI
environment as the DISN voice and video networkrates to an all IP El environment in the
post-2016 timeframe.

NOTE: The DSN CCS7 network needs to be suppodddrey as TDM EOs are still connected

to the

MFSSs. The MILDEPs will control the pacel &ming of the phase-out of TDM EOs on

the B/P/C/S.
The key rules and attributes of the signaling desig as follows:
1. Two-level signaling hierarchy: LSC and MFSS\(6AN SS).

LSC A to MFSS A to MFSS B to LSC B when the L3@se d
MFSSs.

a.

ifferent primary
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b. LSC Ato MFSS A to LSC B when they have the sanmary MFSS.
2. The LSCs are assigned a primary and backup Mé&iSsgnaling robustness.

3. Signaling from an IP El to an LSC may be prapiig or AS-SIP

| " o in timet el =

54. The LSC-to-LSC signaling is not permitted extétoahe security enclave except for use
in cases involving deployable products operating single area of operational
responsibility network that is not the DISN.

65. The LSC can set up:

a. On-base sessions when a connection to an MABS.is
b. Sessions to PSTN trunks independent of an MFSS.

#6. The LSC and MFSS requirements.
87. Signaling.

a. A TDM EO will signal via DSN CCS7, PRI, or CAS MFSSs.
b. The MFSSs will signal via CAS/PRI to the PSTN &m coalition gateways.

The LSC-to-LSC signaling without a network-level f8&other than deployed Joint Task Forces
(JTFs) are under assessment. This assessmegessaegy because this configuration has
limitations with respect to managing traffic flofvem the edge into the network for SA
responses of the JTF-GNO NETOPS, and they havalitisiimitations (except for cases
involving intrabase where an LSC cluster with at@akSC is implemented or for some
Services’ Deployable Programs under Tailored Inftton Support Plans (TISPs)). Signaling
from the LSC must pass through the network SSqgddite MFSS or through a network-level SS
so the MFSS/SS can implement Precedence-Based MeWamagement (PBNM) controls and
police the proper use of access circuit bandwidhbr bases that have a collocated MFSS, base-
level access to the local PSTN can be providedutiirahe LSC portion of the MFSS. At the
network level, the MFSS will serve as the gateveagitternal networks, such as Services’
Deployable Programs networks, the DRSN, and coalitietworks, using appropriate signaling
protocols, such as CAS/PRI signaling.

The E2E, two-level SBU AS-SIP network signalingigess shown irFigure 445.1-15 E2E
Two-Level SBU AS-SIP Network Signaling Design. FEtassified networks, the two-level
signaling uses WAN SSs rather than MFSSs.
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1. LSC-A receives an 2. After receiving the request, MFSS-1 resolves tha t: 3. After receiving the request,
outbound request from (@) The alias: sip:3144301192;phone-context=uc.mil@u  c.mil is MFSS-3resolves that the alias:
Client A. LSC-A associated with MFSS-3. sip:3144301192;phone-
forwards the SIP request (b) MFSS-1 will forward the request to MFSS-3 (viat he EBCs). context=uc.mil@uc.mil is

to Edge Boundary associated with LSC-C. It

Controller (EBC-A)
based on the fact that
the address could not be
resolved locally within
LSC-A’s translations
data. In turn, EBC-A will
forward the request to
EBC-1 who sends it to
MFSS-1. (The EBCs act
as forwarding proxies
for signaling requests.)

recognizes that LSC-C is one
ofits assigned LSCs. MFSS-3
will therefore forward the
request to LSC-C via the Edge
Boundary Controllers (EBC)
that reside in the signaling
path between the MFSS-3 and
LSC-C.

Korea

Germany

Backbone Signaling Plane

AS-SIP Client A

“315-721-1192" AS-SIP ClientC

“314-430-1192"

LocatService Domain C

Local Service Domain A 4. After receiving the inbound request,
LSC-C will use its local directory to identify
the target and its associated contact
address. LSC-C will subsequently route the

request to Client C.

Local Service Domain B

Figure 445.1-15. E2E Two-Level SBU AS-SIP Network Signalin@esign

454.1.1.7 Information Assurance Design

Information Assurance is a key aspect in the desfgmy IP-based network. Internet Protocol
is inherently vulnerable to eavesdropping and &tsaof denial of service (DoS) attacks. Voice
and Video over IP introduces avenues of attacktdiis use of dynamically assigned User
Datagram Protocol (UDP) sessions that cannot beeagled by traditional data firewalls.
Therefore, VVoIP are applications that use IP fansport and inherit the threats associated with
IP as well as adding vulnerabilities that are usituthe VVoIP technology. A tailored VVolP
Information Assurance design is necessary anddeeaded in detail in Section 5.4, Information
Assurance Requirements. The major componentsdhtbrmation Assurance design include
the protocols used, the interfaces of LSCs and MieS&ternal control devices, and the design
of the ASLAN. The methods for securing the VVol®tpcols are illustrated iRigure 445.1-

16, Information Assurance Protocols. Key to the giess a hop-by-hop security model for trust
between the signaling appliances using the DoDie &y Infrastructure (PKI) for
authentication.
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Legend:

Protocols Supporting the IA Architecture Signaling: AS SIP/wTLS
Signaling: Standardized or Proprietary =
Bearer: SRTP —

AR =NIPR Aggregation Router
CE-R = Customer Edge Router

Inter-LocalService Enclave signaling via MFSS, EBC= Edge Boundary Controller
LSC= Local Session Controller

Inter-enclave Media, not thru MFSS SS— Soft Switch
CA = Certificate Authority

NIPRNet
Cazm )
sl o Bearer:SRTP _ _ _ _ _ _ _ _ _ _ _ s
i 8 et o
| AS SIP(TLS)
I E Media = SsrvmmmwnoTn
1 E Gateway
H PRI/C
I: %ﬁ PSTN/
1 TDM
I
H Proprietary or
CE. H.248/MGCP/MEGACO (IPSEC)
@* Lsc
Data
Firewall l 4 CA/PKI Server .Data
. (LDAPV3/HTTPS) I Firewall
2 Proprietary or
AS"AFI,E) e H.323 (IPSec) A$LAN
| orAsSsIP (TLS) : -
1 ey o orAS sw(n.sI
= '@ WolP E2E EMS
Bearer:SRTP > (SNMPv3/SSH/TLS1.0(SSL3.1)) |
gwn |
VWoIPEMS @ Bearer: SRTP
(SNMPv3/SSH/TLS1.0(SSL3.1))
Local Service Enclavé Local Service Enclave

| Figure 445.1-16. Information Assurance Protocols

| Figure 445.1-17, IP External Interfaces to the LSC or MFSS, illasts the IP interfaces to the
LSC or MFSS to remote access terminals, such aRTISEMS, local NMS, and the Ethernet
connections for signaling and bearer traffic.
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IP External Interface IA Issues (PRI and Analog Interfaces are not shown)

Typical Protocols Supported between this interface and external Typical Protocols Supporied between this iferface and another
appliance {e.g.. NMS, El, BC, Console, etc.) Interface. Nole that all tests actually go through the LSC
@ AS-SIP/TLS, SRTP, Phone NMS, Phone Configuration @ @%
ICMP, Lina Test or Test Related Traffic
@ SSHV2, SNMPVA, HTTPS, ICMP, Secure FTP, TFTP (Secure) @ @ @ '
ICMP,_ Line Test or Tast Related Tratfic
(3) sSHv2, SNMPV3, HTTPS, ICMP
I remately connected SSHY2, HTTPS, ICMP - If directly @@@ Iche
connected SSHvZ, HTTPS, Teinet, TFTP, FTP. ale @ @ .
RTS Aware @ @@ ICMP
Statetul Firewall
Ethemnat

Systemn Under Test {SUT)

Local Session Controller (LSC)

ADIMSS ¥ DI VAN 5 |
via DCN
TS E2E
RTSEZE EMS Em
Eharnat iranrhscns 1, 2, and ] may bo provides et pRysice ir _.!‘h“ u 53 auDintriacan i o LA sechBeciune enstes Tal f m impcasicks for an minsser b penesats one gl

wisnracn fom & diflerant gl Interacos weh T Exoepion of e posocols tefivad on 2o Aght above. For iMesnce, ONe Mmay Fpamen teo physcal itoeriaces each wih 3 logual

subinieriaces. Logical imerface EOVT on physical intertace 1 will provide redundancy for fogical imesfoce E10 o piysical interface 2 by shating a logical P aduress.

Figure 445.1-17. IP External Interfaces to the LSC or MFSS |

Figure 445.1-18 ASLAN Enclave Boundary Security Diagram, depetdiagram of the
Information Assurance design needed as part cAB1AN. The key feature of Figure4&.1-
18 is the need for two types of firewalls: onedata traffic and another for VVolIP traffic. The
voice and/or video signaling packets and mediastrpackets must traverse the edge boundary
control device that implements a voice and/or vidgoamic stateful AS-SIP aware application
firewall, which provides Network Address TranslatiNAT), MFSS failover, and port pinholes
for individual voice and video sessions. A UC Aptbduct called an Edge Boundary Controller
(EBC) consisting of the voice and/or video firewladirder controller, has been defined and
specified in Section 5.3.2, Assured Services Requants.

The requirements for the Information Assurance fionality are provided in Section 5.4,
Information Assurance Requirements, which dictdtesdetailed methods by which all known
security threats against the network have beematéd.

65



DoD UCR 2010

Section 4 — UC Description and Key Processes
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Figure 445.1-18. ASLAN Enclave Boundary Security Design

454.1.1.8 Network Management Design

Network management of the VVoIP services E2E istecal component of NETOPS. Since the
VVolIP network will be a hybrid network for an extied period, the NMS must continue to be
provided by an EMS via commanding and monitoringhefvoice and video services for both
circuit-switched and IP technologies as part of @8N OSS. This hybrid operation within the

| DISN Operational Support System (OSS) is illusttateFigure 445.1-19 Role of E2E RTS
EMS in DISN OSS, where the EMS is shown at thedmotof the DISN OSS hierarchy.
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RTS EMS (IP ADIMSS) . .
and DISN 0SS GIG Situational Awareness
- _ Standard
Applications at the NML are isolated .
from changes in the network & interfaces

vice versa. The interface between the

EML & NML is abstracted to Netops SA are the

minimize data interface rework as ke |
the network evolves. Very scalable. y

\ Information Sharing System

Network
Mgmt 4 Layer

i QU Common Communications Vehicle Elemant

Management
IP RTS DSN OTS XX Layer
EMS EMS EMS EMS EMS

Network

‘ Element
— ) Layer
=

Figure 445.1-19. Role of RTS EMS in DISN OSS

In support of the Joint CONOPS for shared SA, and as an ewnélNet-Centric GIG Enterprise
Management (GEM), the DoD Component EMS and RTS EMS mustderaewnachineto-
machineveb serviceinterfaces for “reading and writing” to the Services’ Bltb support the
JTF-GNO in both visibility and reconfiguration of the netk; and in controlling the flow of
sessions. The design for support of JTF-GNO is illustriatéthure 445.1-20 RTS EMS Role |
in Providing E2E EMS. Since the RTS EMS is Government l@ff8helf (GOTS) based on
COTS, it is available for the MILDEPS to use at their NOCs ak wel

{Reviewlipdaterequestedrom Cossaboom}

67



DoD UCR 2010

Section 4 — UC Description and Key Processes

68



DoD UCR 2010

Section 4 — UC Description and Key Processes

DISANOCsor
Services’ NOSCs

B/P/C/S
Configurations
With Associated
EMS Connectivity

MILDEP
Router

Service NOSCs’
RTS EMS

MILDEP
LOCAL OA&M
Systems

Information Sharin

DISN IP CORE

AF Queue
(Video)

DISANOCs *
RTS EMS

DISN DCN
Router

DCN
Firewall

1
+ Applicable 1
Faaps |

69




DoD UCR 2010
Section 4 — UC Description and Key Processes

. CYBERCOM . DISAGNOSC/TNCs*
Service NOSCs’

DISANOSCsor i | IPEMS&ADIMSS/

Services’NOSCs = EMSorRTSEMS . . L RTS EMS
< Probe Controller Information Sharing L ——Probe Controller

Private Out-of-Band = DISN IP CORE
Telemetry Networks

'
: EF Queue !
I (Voice) |
1
'

1
————————— 1
AF Queue !
(NM,Data)
--------- 1
1

\ sequee | DISN DCN
MILDEP { Basic i | __©®@ Router
BIP/CIS Router  Device i | imeme
8 ) ' Mngmnt |\ LTIl i Probe DCN
Configurations 3 — ' Firewall
With Associated CONM e Al
EMS \ Controls | e P
Connectivity | Doy WANSS | @ oo |
Y / | Budgets ! i RIS
N\ /I fmmmmm oo ] i | caieNTs
N U MFSS fmmmoo e
. T - | + Applicable ]
MILDEP  jewes oe— ss | _rows
LOCAL OA&GM ==
Systems :

Figure 445.1-20. RTS EMS Role in Providing E2E GEM

44.1.1.9 Enterprise —wide Design

The enterprise-wide design is illustrated in Figdi4.1-21. This design consists of an Enterprise
Service node location from which a centrally lodalt&C and MCU provide UC service to
several geographically separated local serviceaggsl It must be noted that the local service
enclaves are separate security enclaves connegthé BDISN Core. Access to the PSTN is
provided directly from each local service enclaieeremote media gateways controlled by the
enterprise LSC. This design can provide a minifoaiprint at the MILDEP level, offer savings

in O&M and space requirements, allows MILDEPS test in bandwidth and diversity in lieu

of telcom equipment. The centralized design cawige a tighter integration with DISN
enterprise collaboration, directory services, amaferencing offerings.
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4.45.142 Classified VVolP Network Design

{Update—EBC role—need diagram
Need WAN-SSdiagrain

Figure 445.1-21.2-1, Classified VolP Network Design lllustration, itrates the classified VolP
design. The approved product types are the saniee &BU approved product types with the
exception of the MFSS, which is not needed forsfeesl VolP and is replaced with a dual-
signaling WAN SS capable of both H.323 and AS-S$¢aaling, which is described in Section
6.2, Unique Classified Requirements.

VoSIP Geographic Region #Directory Gatekeeper
T : . ¥ Controlled accessto DRSN
DISA Administrative D m
eI » Provision for Policy Based
Management Controls

I Duml Signafing H323M S SIP 55 I

VoSIP
Cmanizational Enclawve
Administrative Domain

| Mied Signaling H3230 5 5IF Edges I

VoSip
| Mixed Sigraling H323/0% $IP Edges I
Subordinate Erclave
Administrative Domain

Figure 445.1.2-21. Classified VolP Network Design lllustration
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445153 VTC Network Design

DISA provides VTC services as part of the DVS pawgifor joint operations and the MILDEPs
have their own VTCs for their unique COls. Therent Video Teleconferencing over IP
(VTColP) E2E over both the Unclassified but Sewmsilnternet Protocol Router Network
(NIPRNet) and the Secret Internet Protocol Routetmwérk (SIPRNet) does not provide assured
services. The current DoD VTC services use angiating protocol, called H.323, that does
not provide Assured Services. They also suppdewiusing a TDM protocol, H.320. Due to
DoD Components’ budgetary constraints and becdues®TColP technology insertion must be
determined by site-by-site business cases, cuwersions of DVS VTC and MILDEP VTC
technologies will provide voice and video serviogsr the DISN for many years. Therefore, the
current DVS and MILDEP Multipoint Conferencing UnitMCUSs), which use H.320 and H.323,
will be augmented to become Dual Signaling MCUsNI@3®Js) supporting interoperability
among H.323 and AS-SIP Edge video systems. Fijarg-224.1.3-1 DISN Dual Signaling |
MCU Design, illustrates the dual IP signaling inxed in the VTC networks with backward
compatibility to TDM video and the role of the DSMGn that signaling.
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Figure 445.1.3-221. DISN DSMCU Design Hybrid Operations
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The DSMCU is an enabling technology for the mignatio classified and SBU assured services
VTC. The VTC service needs a signaling protocagtablish assured VTColP sessions E2E
among multiple vendors. The signaling protocol\faiColP is AS-SIP. The DSMCU will
support the needs of both DISA and MILDEP to migrfadm non-assured services to assured
services. These DSMCUs will perform all signaloanversions needed to enable legacy H.320,
H.323, and AS-SIP technology networks to set upwisessions among DoD Component sites
with either non-assured or assured IP signalinigrntelogies. The DSMCUSs will support both
classified VTC on SIPRNet and SBU VTC on NIPRNet.

445164 DISN Router Hierarchy

Figure 445.1.4-123, DISN Router Hierarchy, illustrates the DISN ratheerarchy for FY 2009
for both the unclassified network and the clasdifietwork. At this point, the NIPRNet and
SIPRNet routers have been transformed to be U-Ald<kssified ARs connected to the
Unclassified Provider Edge (U-PE) Routers and diagsProvider Edge (C-PE) Routers.

Screening
Routers with DMZs
And Sensors

MPLS Exte
to AR

Figure 445.1.4-231. DISN Router Hierarchy
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4.45.1.75 IPv6 Network Design

Figure 445.1.5-214, IPv6 Design for SBU and Classified VVoIP, depittts Internet Protocol
version 6 (IPv6) network design for SBU and clasdifvVolP and includes the DISN SDNSs.
All UC approved products will be IPv6 capable, anel VVVolP network will be an IPv6-enabled

network during Spiral 2 of its capabilities deplagmis.

P P
\ N @
Q\/‘,@ Dual Stacked S-PE
Aw S_PE'
Dual Stacked when < >
Customer Demands IPv6 < = g‘%’

.'
P: Provider Router

DISN WAN U-PE: Unclassified Provider Edge Router
DISN WAN U-AR: Unclassified Aggregation Router
‘ SLA U-CE: Unclassified Customer Edge Router
S-CE: Secret CE Router

S-AR: Secret Aggregation Router
S-PE: Secret PE Router

Dual

-I,_ASSCSIP'TLS Services 1Pvé Classified Assured LsC Signalin |
: AN IPv6 Dual «STIG Services LAN IPV6 «AS SIP:TLS 'gnaiing
« IPv4/IPv6 Directory
 IPv6 Capable Stack * DS Dual Stack « IPV4/IPV6 Gatokeoper
* [Pv6 Capable Same as LSC | |

- NS ] 7
fo==N IPEI % B 2
DATA ru
| El: IPv6 Capable SRTP I

Figure 445.1.5-241. IPv6 Design for SBU and Classified VVolP
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445.2 Unified-Communications\Voice, Video and Data Integrated Design
for UC

UC services are driven by emerging IP and changimgmunications technologies, which
recognizes evolving communication capabilities froomt-to-point to multipoint, voice-only to

rich-media, multiple devices to single device, \dlte wireless, non- real tlme to real time, and
scheduled to ad h | R

4.4.2.1 Integration of Voice, Video, and Data (Welonferencing, Web
Collaboration, Instant Messaqging and Chat, and Preasice)

This section provides an overview of the initiad®m concepts fdtitle}-integration of UC
servicet¥C-asseciated-withetworkwide-collaberation-servicesThevoice, video and datdc
Collabeaation services include multimedia or cross-media coltabon capabilities (including
audio collaboration, video collaboration, text-ldhsellaboration, and presence). The focus of
| theintegrationdC-networkwidecollaberation-services to go beyond local, intraenclave test
events to implement and assess collaboration ssracd applications on an E2E, WAN-level
basis. These UC network-wide collaboration ses/iegse the need for new designs to address
any potential performance, Information Assurancengineering/configuration issues
associated with these dlfferent appllcatlons travgthe same ASLAN and Network Edge

Leveraging the UCR 2010, capabilities, the key W&Buwork-wide collaboration services
| objectives are listed iRigure 445.2-1, UC Network-wide Collaboration Services Objectives
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Objectives ]

* Improve the Quality of Collaboration Services within DoD By
Enhanced QoS Leveraging UCR 2008 Change 1 Requirements and DISN Technologies.

* Demonstrate That Interoperability With Regards to VVoIP and
IM/Chat/Presence Can Be Achieved Among Multiple Vendors.

Multivendor
Interoperability

J * Assess Operational and Engineering Issues Associated With Having
Hea“;:w ﬁo Res:difint Non-Assured UC Applications and Assured VVolIP Traversing the
Applications within Same ASLAN and Network Edge Segments.
Customer/Network Edge

* Compare UC Collaboration Features of Multiple Vendors for Both

Compare Vendor Assured and Non-Assured Services, With and Without Support for
UC Capabilities Qos.

* Implement/Assess Prototype “Service Portability” Solutions
Service Portability (Including Identity/Profile Management Capabilities).

Figure 445.2-1. UC Network-Wide Collaboration Services Objetives

Figure 445.2-2, UC Pilot Increments, shows the near-term, miditeand long-term network-
wide collaboration services capability incremenite initial increment moves forward with the
testing of COTS UC solutions that are not capabladividually “class marking” IP packets
consistent with the DSCP Plan shown in SectiorB333General Network Requirements. Next,
is the implementation and assessment of produat<én mark individual flows (i.e., voice,
video, IM/Chat) as belonging to a particular traiflass per UCR 2010, Differentiated Serviced
(“DiffServ”) requirements. Longer term, path is ppad for how these UC applications can
migrate to assured services to better supportébdsof the mission-critical users.

79



DoD UCR 2010
Section 4 — UC Description and Key Processes

2]
c
(&}
£
D
(&)
£
§ Sme::.::::‘ l:;\uorl:
E
O
- Including “SIEte Vendor

Interop*e.g., Air Force

QES to Army OES)
4QFY 09 FY10 FY11 FY12

Figure 445.2-2. UC Pilot Increments
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Multivendor interoperability is needed to expldietfull potential of IM, Chat, and Presence
across the DoD. Without multisystem, multivendderoperability/federation, users can only
exchange Presence information and IMs with usersivghong to the same system or the same
COl. With multisystem, multivendor interoperabyjlithe DoD community can exploit the full
potential of IM, Chat, and Presence. The concéptderating simply refers to a server-to-
server link that permits the exchange of Presemoemation and IM between the two systems.

Figure 445.2-3, Interoperability/Federation of IM, Chat, aPdesence, illustrates the following
IM, Chat, and Presence demonstrations:

e “Single vendor” interoperability (e.qg., the ability federate or bridge a
vendor solution owned by the Air Force with the sarendor solution owned
by another MILDEP)

e Multivendor interoperability
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Demonstrate that the
interoperability of
IM/Chat and Presence can
be achieved:

¢ Within single vendor
solutions.

o Within multivendor
solutions.

¢ Using SIP-to-XMPP
Gateways.

« Federation/Bridging involves the sharing of
Presence information and the exchange of IM
across multiple systems.

« Federation enables connectivity between otherwise isolated implementations
allowing users who reside in different Communities of Interest (COls) to exchange
IM/Chat/Presence using open, standards-based protocols and UCR 2010
specifications.

Figure 445.2-3. Interoperability/Federation of IM, Chat, and Presence

e The ability to federate native Extensible Messagind Presence Protocol
(XMPP) IM clients with native SIP/SIP for Instantdgsaging and Presence
Leveraging Extensions (SIMPLE) IM clients througBIl&-to-XMPP gateway

4.45.2.23ServicePortabilitylntegration of Voice, Video and Data Focused on
Mobility

4.4.2.2.1 Service Portability

Service portability is defined as the end useriitglto obtain subscribed services in a
transparent manner regardless of the end users pbattachment to the network. The key UC
objective is to provide service continuity by ensgmmobile warfighters’ telephone numbers, e-
mail addresses, and communication and collaborébiolis remain constant as their mission and
location changeFigure 445.32-14, Mobile Warfighter's Communication Dilemma, shothig |
problem service portability is trying to solve.
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Figure 445.32-14. Mobile Warfighter's Communication Dilemma

To achieve this objective, the UC architecture saedaddress the issues of service discovery,
centralized authentication and authorization, aralized directory integration and access.
Service discovery is focused on allowing a roanang user’s client to discover the location of

the service (i.e., LSC, e-mail server, XMPP serv&egntralized authentication and authorization
permits roaming users to access the network amiveetheir assigned privileges. Centralized
directory integration and access is associated @viguring a roaming user has access to end-user
lookups (i.e., white pages) and to enable autonake provisioning.

The near-term strategy is to deploy and assesetppet solutions in Spiral 1 and work with
sponsoring MILDEPSs to define test objectives, uegquirements, and to resolve Information
Assurance issues in order to complete a architectline lessons learned during Spiral 1 will be
used to attain the mid-term strategy to incorpotiatearchitecture and requirements into the
UCR 2010. Based on the vendors implementing ttleitacture and requirements within their
products and systems, the long-term strategytisstioand field the products and systems within
the Deployed and S environments in the 2012-20d8&ftame.

4.4.2.2.2 MultMediagFunctionMobile Devices{New-Category)

82



DoD UCR 2010

Section 4 — UC Description and Key Processes

Multifunction Mobile Devices is a new product categthat will include products such as Smart

Phones includin®@ME PEDs. and-Smart Phone-highlevelSee John Rutledgeand-Sam for
materalbWhy-isn't SME PED notthe same-asa-SmartPhbnis?roduct cateqgory will

primarily consist of COTS products with added Imf@tion Assurance requirements.
In the context of this document, a “Smartphone Fisttuement” is defined as an application

that provides End Instrument (El) or AS-SIP Endrimsient (AEI) functions. However, unlike a

traditional El, this is an application that opesatgthin the confines of an advanced, mobile
computing platform (e.g. a smartphone, PDA, wirel@blet, etc.) which provides functionality
beyond just basic telephony services. Figure b4lRistrates the relationship between a
Smartphone El and its operating platform.

Applications
- e Allows for calls to/from the
Other applications Smartphone h dLSC
(e-mail, web, calendar, etc.) End ome
**Also STIG Compliant** Instrument e Conforms to most UCR
requirements for Els

o Allows for precedence calling

e Secure VVoIP communication]
Platform (OS, Middleware, Hardware) to host enclave
**Must be STIG Compliant**

Form factor: smartphone, wireless tablet, etc.

Figure 4.4.2-5: Smartphone End Instrument Relationkip to the Host Platform

Even though a Smartphone End Instrument providestifonality similar to a standard End
Instrument or AS-SIP end instrument, there are sompertant differences. First and perhaps
most important, a Smartphone El will typically opier over non-DoD controlled, public access

networks to include the public Internet and wireleemmercial carrier networks. Also, becaugse

public networks in many cases do not provide gualitservice and availability guarantees, ca
made using a Smartphone El will not have availgbdomparable to calls originating from
within the VVolIP _enclave—in spite of the fact tlzat assured services VVolP network is used
within the enclave. Lastly, other applications &g on the same platform as the Smartpho
El could provide any number of e-mail, GPS, Bluétioaveb browsing, instant messaging, or
SMS services. These additional services must paken the security posture of the device
when it connects to the assured services VVoIP ortw

The addition of Smartphone Els to the VVoIP opeenvironment provides the opportunity
for enhanced mobility and connectivty, but alsouises the implementation of additional
safequards in order to maintain the security pestdithe network. Unlike an El or AEI, which
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has nearly direct network layer 3 connectivityttoiomed LS€, a Smartphone El is only
permited to connect to its homed LSC in one of ways:

1.) Establish an encrypted VVoIP signaling and mediffitr session with a “Back-to-Back
User Agent,” providing functionality similar to &BC, at the edge of the homed
enclave. This Back-to-Back User Agent communicatebehalf of the Smartphone El
to the homed LSC using the LSC'’s native, vendoméef line-side protocol or AS-SIP.

2.) Establish a VPN tunnel to a VPN Server located iwithe home enclave’s DMZ. The
VPN server extracts the VVolIP signaling from theN/®nnel and transmits the
information, to the homed LSC. If necessary, adiation step can occur at the VPN
server if the information received/transmitted tia VPN tunnel is not already
compatible with the LSC’s vendor defined line-sptetocol or AS-SIP.

4.4.3 Hybrid Networks Design for UC

JaDuring the transition period when TDM is being w@Ed IP-based UC, calls must be routed
in

a hybrid network environment involving both thesoational DSN and the evolving IP-based
Assured Services network.

The following three objectives for hybrid networkavation have been defined:

1. At the Base/Post/Camp/Station level, full Diorgtnumber portability is required as users
transfer from a TDM-based End Office to an IP-basgge solution within a local serving
area.

2. At the network (backbone) level, the quantity=@E IP to TDM to IP conversion for calls
shall be held to a minimum.

3. At the network (backbone) level, calls originatias IP shall remain IP as far as possible
towards the terminating end; calls originating &M shall remain TDM as far as
possible towards the terminating end.

The three rules defined above can be met by egimgioying a network-level 10-digit directory
number based routing database, (the RTS Routiradpdsé described in Section 4.4.3.1) or by a
careful coordination of the DSN numbering plan @ssients and the standard six-digit DSN
translation/routing tables.

! Though the term LSC is mainly used in this sectamSS or MFSS could also provide the same fumality for a
Smartphone EI.
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The network-level 10-digit directory number routidgtabase that will associate a 10-digit
directory number with the ‘technology type’ of tballed end instrument (e.g., IP or TDM
instrument) and direct routing accordingly dowritte specific switching system (EO or LSC)
serving the individual end instrument.

4.4.31 RTS Routing Database.

The RTS Routing Database is a DISA-owned and opéddtabase that contains records of th
DSN numbers, commercial (PSTN) numbers, LSC idensif and WAN SS / MESS identifiers
for RTS end users served by RTS LSCs. This datalvay also contain records of DSN
numbers and commercial numbers for individual D8N esers served by DSN EOs and
PBXes. The database records may be populated atitatty by RTS LSCs, whenever an end
user’'s numbers are added to an LSC during thataiin of that end user on the LSC. The
database records may also be populated manuayfH$A craftsperson, using DSN and
commercial number information from an RTS LSC sit®SN EO/PBX site.

RTS LSCs that support the Commercial Cost Avoid4a€eA) feature query the RTS Routing
DB to determine if there is a DSN number storedghiat matches the dialed commercial
number on a commercial call from the LSC (e.g.+8 &all, or a 948 call). WAN SSs and

MFSSs that support the Hybrid Routing (HR) featery the RTS Routing DB to determine if

there is an LSC identifier, a Primary WAN SS/MF@8E&ntifier, and a Backup WAN SS/MESS

identifier stored there that match the dialed DSihher on an RTS call that enters the WAN $

or MESS.

The protocol that LSCs, MESSes, and WAN SSes ugadoy and update the RTS Routing
Database is Lightweight Directory Access Protocetsion 3 (LDAP v3), secured using
Transport Layer Securty (TLS), and signaled viaver the DISN WAN. In general, the RTS
Routing DB is located at a centralized DISA sitattis physically separate from the LSC site,
the MESS site, or the WAN SS site.

Add-RTS Routing DB

e

456 UC PRODUCTS, APL PROCESSES, AND CONNECTION
PROCESSES

This section provides an overview of the APL prddiategories and products with those
categories. It defines the processes used thggirbducts placed on the APL and processes
needed to gain connection approvals for the predulgtore detailed information is available at
http://www.disa.mil/ucca/
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456.1 Overview of Approved Products

The UCR covers a broad variety of product categaied products within those categories that
support UC. The two major product categories atevark infrastructure and voice, video, and
data services consistent with the definition of Ut all IT products are required to be on the
APL. The DoD UC Steering Group advises ASD(NINIDEGIO with respect to which product
categories and products should appear in the UGdRthaus, on the APL. APL products
identified by the ASD(NII)/DoD CIO must be on thé’A for DoD Components to acquire them.
Products that have not been identified by the ASDDoD CIO to be on the APL can be
acquired by DoD Components. Still products musgtaamted a site Authority to Operate (ATO)
and be operated IAW appropriate STIGs to gain Digithority to Connect (ATC).

Figure 4.5.1-1, Overview of UC Product Cateqgoriéghn the DoD UC APL, provides an
overview of the structure of the DoD UC APL in teraf services and network infrastructure.
The various UC products for each UC product cateaamuld be found under their appropriate
section of the UC APL. Many UC products would shgawunder multiple UC product
cateqgories since they can be used under multipégioees. Examples include the LSCs, CE
Routers, EBCs, and ASLANS that can be used for B&b and Classified voice and video
services.

The term appliance or appliance functions are tisedighout the UCR as a generic term
referring to a function or feature which may betpdia UC APL product.
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| DoD Unified Capabilities APL '

Network Infrastructure I Voice, Video, Data Services I

Approved Products Approved Products

Transport <
SBU Voice L__| Classified
Routers/ P Voice
Switches <
i ; Classified
Securit < SBU Video >
y h | Vldeo
Servers <
Data Multifunction
Mobile Devices
Hosts —
Enterprise and
Network Mgt. <
Storage <+—

Figure 4.5.1-1. Overview of UC Product Categories ithin the DoD UC APL

4.5.1.1 Network Infrastructure Approved Products

Table 4.5.1-2 through Table 4.5.1-@ithin this section list the products for the following
Network Infrastructure Approved Products categories
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TransportAppliances
Routers AP Switches
SecurityDevices
Enterprise and Network Management
StorageDevices
Hosts*
Servers*

* There are currently no UC products that the UCr8tgdésroup has approved for inclusion in
the Host and Server Categories

-Currently, Data-At-Rest products, Personal Infoigratntegrity (Pll)/Data Leakage and
HAIPE discovery servers are being assessed forcauity for inclusion with UCR

Table 4.5.142 Transport Appliances

Product Requirements Role and Function
Section
Access Grooming 5.5 Product that receives low-speed circujts
Functional (AGF) on multiple ports and multiplexes them
Device via TDM into a high-speed circuit, ang
transmits it to one of its high-speed
ports.
MSPPAccess 5.5 Product providing-accesstothe DISN
Aggregation Function WANfrom-the Edge by multiplexing
M13 Device lower-bandwidth-connections-to-higher

speed-eirediBroduct that functionally
multiplexes DS1s into a DS3

Optical Transport 5.5 Switching product providing high-speed
System (OTS) optical transport in the DISN WAN
Fixed network Element| 5.9 Product that provides transport for

bearer and signaling traffic in a fixed
network environment.

Deployed network 5.9 Product that provides transport for
Element bearer and signaling traffic in a
deployed network environment

Table 4.5.123 Router/lR-Switches

Product Regquirements Role and Function
Section
Aggregation Router 55 Product serving as a port expander for a
PE Router
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Provider Edge Router | 5.5 Product providing robust, high-capacity
IP routing at the entry points to the
DISN WAN

Provider Router 5.5 Product providing robust, high-capacity
IP routing in the DISN WAN

Customer Edge Router| 5.3.2 Product providing IP routing towards
the DISN WAN at a customer edge

Access |IP Switch 5.3.1 Product used in a LAN to provide endf
device access to the LAN

Distribution IP Switch | 5.3.1 Product used in a LAN to provide
intermediate switching layer between a
LAN access and core layers

Core IP Switch 5.3.1 Product providing high speed IP
switching at the LAN core layer

Wireless LAN 5.3.1 Products used in Wireless LANS:

Equipment Wireless End Instrument, Wireless

LAN Access System, Wireless Access

D

bridges

Table 4.5.134 Security Devices

Product Requirements Role and Function
Section

EBC 5.3.2,5.3.4,5.3.5, 5.4 A product that provides firewall
functions for voice traffic (Also Listed
under Voice products)

Data Firewall 5.8 A product that blocks unauthorized
access while permitting authorized
communications.

VPN Concentrator 5.8 A product that sets up a secure link
between an end user and an internal
network.

Intrusion Protection 5.8 A product that detects unwanted

System (IPS) attempts at accessing, manipulating,
and/or disabling a computer system.

HAIPE 5.6{sheuld-belatency| HAIPE is a programmable IP INFOSE

that-we-can-tolerate-for device with traffic protection,
Moleoondl oy networking, and management feature

C
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that provide Information Assurance

services for IPv4 and IPv6 networks.
Encryption algorithms are not specified
and are under the authority of NSA.

Link Encryptors 5.6{should-inclue Link Encryptors provide data security n
lateney-that-VYeiee-and | a multitude of NEs, by encrypting
Mides-enpntelorate) point-to-point, netted, broadcast, or
high-speed trunks. Encryption
algorithms are not specified and are
under the authority of NSA.

Integrated Security 5.8 A product that provides the
Solution functionality of more than one |A
device in one integrated device

Products that provide Information
Assurance functions

IA Tools

‘.U"
o0

Network Access Contral 5.8 Products that provide Information
Assurance functions

LEGEND
HAIPE High Assurance Internet Protocol Encryptor IPv4 Internet Protocol Version 4
Fw Firewall IPv6 Internet Protocol Version 6
INFOSEC Information Security NSA National Security Agency
IPS Intrusion Protection System VPN Virtual Private Network
Table 4.5.145 Enterprise and Network Management
Product Requirements Role and Function
Section
Element Management | 5-415.11 For monitoring FCAPS and command
System elements (products operating in a
network).
Operational Support 5.11 Manager of element managers for
Systems FCAPS and for information sharing.
Table 4.5.156 StorageDevices
Product Regquirements Role and Function
Section
Data Storage Controller 5.10x Specialized multi-protocol computer
system with an attached disk array that
together serves in the role of a disk
array controller and end-node in
B/P/C/S networks.
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4.5.1.2 Voice, Video, Data Services Approved Prodisc

Table 4.512-61 lists the products in SBU UC Voice Product Catggor

Table 4.512-61 SBU Voice

Product

Requirements
Section

Role and Function

Local Session

5.3.2 (AS Req), 5.3.4

Product that provides many local

Controller (AS-SIP), 5.3.5 (IPv6), | telephony (UC) functions
5.4 (1A)

MESS 5.3.2 (AS Req), 5.3.4 | Large, complex product that provides
(AS-SIP), 5.3.5 (IPv6), | many local and WAN-related telephorny
5.4 (1A) functions

WAN SS 5.3.2 (AS Req), 5.3.4 | A product that acts as an AS-SIP

(AS-SIP), 5.3.5 (IPv6),

B2BUA within the UC architecture. It

5.4 (1A)

provides the equivalent functionality of
a commercial SS and has similar
functionality to the SS component of dn
MESS

AS-SIP End Instrument

5

End instrument using AS-SIP signaling

‘RTS’ Routing Databass

25.3.2 (AS Req), 5.3.4

Product that provides Cost Avoidance

(AS-SIP), 5.3.5 (IPv6),

Routing and Hybrid Call Routing

5.4 (1A)

Translations at the network-level

EBC 5.3.2 (AS Req), 5.3.4 | A product that provides firewall
(AS-SIP), 5.3.5 (IPv6), | functions for voice traffic (Also Listed
5.4 (1A) under Security products)

AS-SIP to TDM 5.3.2 (AS Req), 5.3.4 | Product that provides interworking

Gateway (AS-SIP), 5.3.5 (IPv6), | between AS-SIP, IP bearer and TDM

5.4 (1A)

signaling and bearer

AS-SIP to IP Gateway

5.3.2 (AS Req), 5.3.4

Product that provides interworking

(AS-SIP), 5.3.5 (IPv6),

between AS-SIP and proprietary UC

5.4 (1A)

appliance signaling

RTS Stateful Firewall

5.3.2 (AS Req), 5.3.4

Product that acts as a Firewall

RSF

(AS-SIP), 5.3.5 (IPv6),

protecting an LSC or SS

5.4 (1A)

Multi-Signaling
Conference Bridge

5.3.2 (AS Req), 5.3.4

Product that provides conferencing

(AS-SIP), 5.3.5 (IPv6),

capabilities where endpoints use

5.4 (1A)

different signaling protocols

Table 4.512-72 lists the products in Classified UC Voice ProdQategory.
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Product

Requirements
Section

Role and Function

Local Session

5.3.2 (AS Features),

Same as SBU Voice

Controller 5.3.4 (AS-SIP), 5.3.5

(IPv6), 5.4 (I1A), 6.2

Classified
Dual Signaling 5.3.2 (AS Features), Unique to Classified
Softswitch 5.3.4 (AS-SIP), 5.3.5

(IPv6), 5.4 (1A), 6.2
Classified

AS-SIP End Instrument

55.3.2 (AS Features),

Unigque to Classified

5.3.4 (AS-SIP), 5.3.5
(IPv6), 5.4 (1A), 6.2

Classified

Table 4.512-83 lists the products in SBU UC Video Product Catggor

Table 4.512-

83 SBU Video

Product

Requirements
Section

Role and Function

Local Session

5.3.2 (AS Req), 5.3.4

Same product as voice LSC.

Controller (AS-SIP), 5.3.5 (IPv6),
5.4 (1A)

MESS 5.3.2 (AS Req), 5.3.4 | Same product as voice MFSS.
(AS-SIP), 5.3.5 (IPv6),
5.4 (1A)

WAN SS 5.3.2 (AS Req), 5.3.4 | Same product as voice WAN SS

(AS-SIP), 5.3.5 (IPv6),
5.4 (I1A)

AS-SIP End Instrument

55.3.2 (AS Req), 5.3.4

Unigque to video...

(AS-SIP), 5.3.5 (IPv6),
5.4 (1A)

Multi Signaling MCU

5.3.2 (AS Req), 5.3.4

Unique to video....

(AS-SIP), 5.3.5 (IPv6),
5.4 (1A)

Table 4.512-94 lists the products in Classified UC Video Proddeteqory.

Table 4.512-94 Classified Video
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Product Requirements Role and Function
Section

Local Session 6.2 Same product as voice LSC.
Controller
Dual Signaling 6.2 Unique to Classified
Softswitch
AS-SIP End Instruments 6.2 Unique to video and Classified
Multi Signaling MCU 6.2 Unique to video

4513 Data Cateqory Approved Products

Data category products can include various comigingatof the following data applications:

e E-mail/calendaring

e Unified messaging

e Web conferencing and web collaboration

e Unified conferencing

e Instant messaging and chat

e Rich presence
These data applications are features of UC TodkeSaind are considered to be data UC
products. In addition, these data applicationsbEnetwork aware in order to get enhanced
quality of service treatment on DoD networks. logé cases, the interface is specified for
interoperability but the performance (e.q., resgedimse, screen refresh rate) of the applications
are not currently specified. These UC Tool Suitss loe integrated with voice and video services
in order to get assured services as well as Qo&nibes would be LSCs that include voice,
video and XMPP functionality as well as unified s&ging. Table 4.53-101 lists the data
category products.

Table 4.513-110 Data Category Products

Product Requirements Role and Function
Section
UC Tool Suite with 5.7 Integrated voice, video and data
specific features services that operate at various securjty
identified levels over a hand held device with
(XMPP Server, wireless secure connectivity to the
XMPP Client) network or a desktop device with secure
connectivity to the network.
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4.5.1.4 Multitunction Mobile Devices Products

A multifunction mobile device, or, “Smartphone Eindtrument” is defined as an application
that provides End Instrument (El) or AS-SIP Endrinment (AEI) functions. However, unlike
traditional El, this is an application that opesaigthin the confines of an advanced, mobile
computing platform (e.g. a smartphone, PDA, wirel@blet, etc.) which provides functionality
beyond just basic telephony services. Securityirements, rather than functional requiremern
are specified for these devices.

Table 4.514-111 Multifunction Mobile Devices

Product Requirements Role and Function
Section

Classified Multi Media 54 Integrated voice, video and data
Device services that operate at multiple secu
levels over a hand held device with
wireless secure connectivity to the
network (pull definition from #10) e.qg.,

SME PED, smartphones

ity

SBU Multi Media 54 Integrated voice, video and data
Device services that operate at an SBU secu
level only over a hand held device wit
wireless secure connectivity to the
network (e.g., SME PED, smartphones)

ty

=)

4.5.1.5 Deployable UC Products
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lllustration of IP-based UC products to be tested f
sections. Products consists of one or severalappl
products and their appliances.

or APL certification with high-level reference to U

iances. NOTE: Figure does not illustrate physical

CR 2008 requirements
packaging of

Products for Local P::sdlﬁ?s Edge Customer Backbone 4WAN
APL Session ; Boundary Edge Softswitches | : [ Products: M13, | :
Certification c Access, Core, " MSPP, R :
ontroller Distribution Sw Controller* Router (MFSS & » Router, | :
_ WAN SS) Optical Sw
LSC ASLAN EBC CER Softswitch WAN
Requirements| : | Requirements Requirements |: [ Requirements Requirements Requirements
Defined in Defined in Defined in Definedin Defined in Defined in
Product +5.3.2(ASReq) | i |*5.3.1(ASLAN) +5.3.2(ASReq) |:[|*5.3.2(ASReq) | : [MESS only +5.3.3(WAN)
Requirement +5.3.4 (AS-SIP) +5.3.5(IPv6) +5.3.4(AS-SIP) [i]+5.3.3(WAN) +5.2(TDM) +5.3.5(IPv6)
References +5.3.5(IPv6) +5.4(IA) +5.3.5(IPv6) +5.3.5(IPv6) MF AN 5.4 (IA)
& Appliance *5.4(1A) +5.4(lA) +5.4(lIA) +5.3.2(AS Req)
Composition APL Products +5.3.4 (AS-SIP) APL Products
Appliances +53.1LAN Appliances Appliances +5.3.5(IPv6) +5.5DISN Core
. ‘MG Access EBCis a CERis a +5.4(1A) Optical Sw.
*SG +53.1LAN “Single “Single Appliances +5.5DISN Core
*CCA Core Appliance Appliance + LSC Product Router (P, PE)
EI* +5.3.1LAN Product’ Product’ *MG +5.5DISN Access
+AO&M/INM Distribution AO&M/NM AO&M/NM +SG Elements, M13,
* Wireless +CCA MSPP
(FY20%8 7211 | |- AOBNM 1 « AOGMINM « AOGMINM
A
A \ 4 v ¢ f
¢ v
|
B
End-to-End
RTSEMS

AS Req (described in UCR 2008, Section 5.3.2) is not an APL product, Assured Services are provided by call control with
MUFs using functions and features from the ten APL products and AS-SIP signaling.

LEGEND

ADIMSS  Advanced DSN Integrated Management El End Instrument MSPP Multi-Service Provisioning Platforms
Support System FY Fiscal Year MUF Military Unique Features

AO&M Administration, Operations, and Maintenance 1A Information Assurance NM Network Management

APL Approved Products List INMS Integrated Network Management System P Provider

ARTS Assured Real Time Services P Internet Protocol PE Provider Edge

ASLAN Assured Services Local Area Network IPv6 Internet Protocol Version 6 RTS Real Time Services

AS-SIP Assured Services Session Initiation Protocol LAN Local Area Network SG Signaling Gateway

CCA Call Connection Agent LSC Local Session Controller Sw Switch

CER Customer Edge Router MFSS Multifunction Softswitch UCR Unified Capabilities Requirements

DISN Defense Information Systems Network MG Media Gateway WAN Wide Area Network

EBC Edge Boundary Controller

96



DoD UCR 2010
Section 4 — UC Description and Key Processes

Classified Local Session 3ASLAN Cust Tier0and
VVolP Control Products: Edge ustomer Dual-
Products for C()Cs:g)er Access, Core, Boundary Edge Signaling
APL Distribution Sw Controller Router Softswitches
Certification
LSC ASLAN EBC CE-R Tier0SS,
Requirements: {| Requirements;:| Requirements:| ;| Requirements: DSSS
Product Defined in Defined in Defined in Defined in Requirements:
Requirement 5.32 (AS Featuref| 5.3.1 (ASLAN) 5.3.2 (AS feat.) 5.3.2 (AS feat.) Defined in ’
References 5.3.4 (AS-SIP) 5.3.5 (IPv6) 5.3.4 (AS-SIP) 5.3.3 WAN) 5.3.2 (AS Features)
&Appliance 5.3.5 (IPv6) 5.4 (1A) 5.3.5 (IPv6) 5.3.5 (IPv6) 5'3'4 (AS-SIP)
Compasition 54 (A - APL Products: 54 (A) 54 (A) 5.3.5 (IPy6)
! 6.2 (Classified) 5.3.1 LAN Acces: Appliances: Appliances: 5.4 (1 ,;) ’
Appliances: 5.3.1LAN Core EBCis an APL CE-Ris an APL 6.2 (Classified)
— Media Gateway 5.3.1 LAN Product with a Product with a A T
Signaling Gateway Distribution Single Single LS(? ﬁPL Pro dl'] ot
CallConnection Age Switches Appliance. Appliance. Media Gateway
End Instrument* OA&M/NM OASM/NM SN Signaling Gateway
ERE, e LEE 7y 7'y A CallConnection
OA&M/NM -
1 1 s U/-\&IVIU\TM

1

End-to\—End

Classified Voice Network Mgmt

97




DoD UCR 2010
Section 4 — UC Description and Key Processes

Foeernends
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Mz 55 Product providing access to the DISN WAN
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Table 465.15-21 delineates the deployable UC produci$iese products are based on
configuring and installing UC products in a depldwxnvironment. Table 4.5.5-1 does not list
‘Legacy’ deployable products which are found in U2B08.

Table 465.21-25. Deployable UC Product Categeriesand Paragraph References
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REQUIREMENTS

ITEM SECTION ROLE AND FUNCTIONS

DVX-C 6.1.3 Deployable voice switch with ASF capabilitieg
to support assured services requirements. THis
switch is used for rapid deployment situations
and contingencies in the deployed environment.

Deployable NEs 5.9.3 NEs useddadeployed situations. |

Deployable LANs 531 LAN used in deployed situations.

6.1.5

Deployed Tactical Radio 6.1.7 Deployable Radioayst used ia deployed
situations.

DCVX 6.1.6 Deployable cellular voice switch with RS
capabilities to support assured services
requirements. This switch is used for rapid
deployment situations and contingencies.

LEGEND

ASF Assured Services Features

DCVX  Deployed Cellular Voice Exchange
DVX-C Deployable Voice Exchange — COTS

LAN Local Area Network
NEs Network Elements

RS 58
manipwtlating—and/ordisabling-a-computersystem.

VPN 58 Aspocleatibaronie e o cocppe Lol bonaeop sinsey
Cepetnblgr e e
LEGEND
HAIPE— High-Assurance Internet Protocol- Encryptor 1Pv4-nternet-Protocol-\ersion 4
FW-——Firewall 1Pv6-Internet Protocol Version 6

. ity : .
IPS—Intrusion Protection System VPN Virtual Private Network
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456.2 Overview of UC Interoperability and Information Assurance
Processes

The UC Interoperability certificatiQiA certificationand connection approval processes are
illustrated inDoDI 8100.ee Enclosure 3 under the topitlC Cettificatiorertificationfor
InteroperabilityANBandlA, and connection

— APPROVApprovall, PROCESSE® cesses
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UC Requirements Development UC Interoperability Test and Certification Process IA C&A and Connection Approval Process
Process
ASD(NII)/DoD CIO
Policy and Direction
Y rech —P{ IATest and Certification of APL Products, a| ProductPlaced on UC APL
: v by UCCO
v *
DoD Component DoD Component
Requirements \ 4 Acquisition/Procurement of
Interoperability Test of APL Products APL Product
Pursuant to the UC Test Plan {
DoD Component Installs and Tests
UC Equipment or Software

'
'

\ 4
Engineering Specifications
Based on Minimum Distributed Testing of UC Products for
Requirements Interoperability
Site Accreditation Decision
(ATO, IATO, IATT)
JITC l
UC Interoperability Certification Authority
DISN Connection Approval
Process (ATC/IATC)
A 4 Sponsor v ‘
UCZ'—P Request for - L
Test Interoperabilty Certification Site Operates UC Equipment or Software
asAccredited and Certified

Assessment and/or Operational Trials Testing fo!
Technology Insertion

v
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DISAIAProduct Certification

UC Product APL Status

UC Product C&A and
Connection Approval

Interoperability Certification

{

Network Connection Approval
(ATC/IATC)

t

JITC or other DoD
Component Labs
IA Test of UC Product
Based on UC TP

DISA [ -
T > Product Placed on UC APL DoD Component Accreditatior
Product IA Certification | | L
x Decision (ATO, IATO, IATT)
A
v
|IA Test Results Partial DIACAP
Partial DIACAP Score Card Score Card DIACAP
Score Card
Product IA Product IA N
Test Results Test Results Reuse ProductIA
Test Results/
Site Site -
No Test Results No Test Results Site
7y 1A Certified

t

DoD Component IA Certification |

t

v

DoD Component Acquires Product and

Conducts Systems IA Test

102




DoD UCR 2010

456.3

Unified Capabilities Certification Office Proceses

This section provides an overview of the UC appdopeducts UCCO processes.

This process is defined for mature products andefcnnology insertion products that are
evaluated via assessment testing in DoD test latdsvalidated for NETOPS via Spirals that
deploy capabilities.Table 465.3-1 provides a matrix framework for deciding the mayuof
technologies and the mission criticality of thetfeas provided by the technologies. This matrix
is used to determine which technologies need tdogonsertion assessment testing and DISN
UC Spiral Deployment validations (i.e., prototyp®lgreproduction assured and affecting
assured services) and which are ready for progymbaal testing (i.e., APL or post APL testing
of assured or affecting assured services). Iféh&ures are non-assured and do not affect

Assured services, there is no need to test thena aeddor letter of compliance (LOC) will be
accepted. Two processes, APL processes for mataodeicts and APL process for technology

insertion products, are addressed in the subsegeetibns.

Table 465.3-1. Service Complexity vs. Technology Maturity Mtrix for Determination of
Type of APL Process

Services Complexity

Prototype

Pre-Production

APL Ready

Post APL

ASFs

o Full test

e Or incremental test
and/or desk-top review
(DTR) if based on

o Full test

e Or incremental test
and/or DTR if based
on previously tested

o Full test

e Or incremental test
and/or DTR if based
on previously tested

o Full test for new software
versions or significant IA-
affecting hardware changes

* Or incremental test and/or

e Or incremental test
and/or DTR if based or
previously tested
product

e No test. Vendor letter
of compliance (LOC)
of vendor tests of non
assured services
features meeting
brochure claims

e Or incremental test
and/or DTR if based
on previously tested
product

e No test. Vendor LOC
of vendor tests of non
ASFs meeting
brochure claims

e Or incremental test
and/or DTR if based
on previously tested
product

* No test. Vendor LOC
of vendor tests of non
ASFs meeting
brochure claims

previously tested product product DTR if based on previously
product tested product

Non ASFs Affecting o Partial test o Partial test o Partial test e Partial test

ASFs o Full test of interaction | e Full test of interaction] e Full test of interaction| e Full test of interaction of
of features of features of features features for new software

versions or significant IA-
affecting hardware changes

¢ Or incremental test and/or
DTR if based on previously
tested product

* No test. Vendor LOC of
vendor tests of non ASFs
meeting brochure claims

Non ASFs Not Affecting
ASFs

e Random test of
potential interactions

e Random test of
potential interactions

* No test

e Vendor LOC of
vendor tests of
features meeting
brochure claims

* No test

* VVendor LOC of vendor tests
of features meeting brochurg
claims
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4:65.3.1 Standard Process for Gaining APL Status

The standard process for gaining APL status fod@llproducts is shown iRigure 465.3-1
This process reflects that both Interoperabilitgt &mformation Assurance certifications are
required for placement on the UC APL.

STANDARD APL PRODUCT CERTIFICATION PROCESS

INTEROPERABILITY INFORMATION ASSURANCE
CERTIFICATION CERTIFICATION

VENDOR/
SPONSOR
SUBMITS

VENDOR/
SPONSOR
SUBMITS

Jic
PRODUCT
TESTING

1A
PRODUCT
TESTING

BOTH
CERTIFICATIONS
REQUIRED FOR
PLACEMENT ON
JOINT APL DISN
STAFF DAA
VALIDATION VALIDATION

PRODUCT
RECEIVES
10 CERTIFICATION TO
CONNECT TO DISN

PRODUCT
RECEIVES

IA CERTIFICATION TO

CONNECT TO DISN

LEGEND:

APL Approved Products List 1A Information Assurance

DAA Designated Approval Authority 10 Interoperability

DISA Defense Information Systems Agency Jic Joint Interoperability Certification
DISN Defense Information Systems Network ucco Unified Capabilities Certification

Office

Figure 465.3-1. Standard UC APL Product Certification Proces
The following set of rules applies to the stand&Rl process:

1. Circuit-switched/TDM products will no longer be ted for APL status. Once their
existing three year APL status expires they wilbteced on the retired APL list. They
will continue to be allowed to operate in the natwoExceptions to this policy will be
submitted through the appropriate channels for A8D(consideration. Circuit-
switched/TDM product details are described in UCTR&for operational purposes only
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A product enters the UC APL process by obtainin@@omponent sponsorship and
providing both Interoperability and Information Asance information as shown fingure
465.3-1

If a product successfully passed both Interopkiyaland Information Assurance portions
of the testing, the product is placed on the UC ARis listing is good for 3 years
beginning on the day the UCCO announces the venddiL status, if no product changes
are made. After the 3-year period has finisheddpcts are placed on the “Retired List.”

If software and/or hardware changes are madegyrttaict must be recertified for new |
purchases.

Procedures allow for changing the requirementodymt must meet to become UC APL
certified. Changes can come about because obtlosving:

¢ New or evolving technology changes
e Policy changes

¢ Changes in operational environment obviating thredrfer an existing
requirement (e.g., Mfg., Discontinued)

When a requirement addition, change, or deletiende®n approved on the date the UCR is
signed, one of three dispositions will occur asofet:

1. The vendors will have 18 months to develop drgirement if it is new and not previously
available. Vendors may provide it earlier.

2. If the requirement has been lessened, vendoplcamee is immediate.

3. If warning of the requirements has been givdnreeapproval, the requirement compliance
may be immediate.

4. If the requirement addresses a Critical or Maydormation Assurance risk, compliance i$
immediate.

5. If the requirement is necessary for multivendtgroperability, compliance is immediate.
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The 18-month period for development would applg teew feature or a product not previously
required, and the vendors did not have long-ramgeviedge of the requirement. New features
or products in this version of the UCR are includediable 465.3-2, New Features and
Products in UCR for Which 18-Month Rule Applies.

Section 5.8 Security Devices has been updateddmed Information Assurance products for
Integrated Security Solutions, Information Assugiiiools, and Network Access Control. The
18-month rule does not apply to these.

A change sheet for the Section 5, Unified CapaddiProduct Requirements, will identify which
changes are subject to the 18-month rule and wdmels are not.
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Table 465.3-2. New Features and Products in UCRO010for Which 18-Month Rule |

Applies
SECTION OF THE
FEATURES UCR
AS-SIP-Generic-End-Instrument 5326
V15010 Modem-Relay-Secure Telephone-Support 53221
AS-SIP P Gateway 53275
WAN-SSSmartphone 53284.4.2.2.2
DPSSsS 8.2
Commercial Cost Avoidance 5.3.2.23
MBSMCU 4.4.1.4
XMPP server8 j ' i j 5.3.2.24
Syotomas
AXMPP Clientrfermatienissuranetieauirementoveray—tor 5.7
IM{Chat/PresencAwareness
Information Assurance Requirements overlay for INHEPresence 5.35
AwarenesiPv6-Profile 4-x-Updates
SSH-PKIReguirements 54

ror wehicl Hod

A new APL process has been introduced called FastkT{FT). The FT process is intended to
expedite products onto the APL. The FT processrigctured to deal with the fact that DoD
sponsors have a need for products for which theg heasonably well-established requirements,
and in some cases, test results. Yet these pdoatot appear in the UCR that is published on
an annual basis. If the UC Steering Group agtestsniew product categories and/or new
products should be in the UCR, the DoD sponsorsvandors do not have to wait for the next
UCR to get tested and placed on the APL. The AfRLirig can begin based on existing
requirements that will be placed in the next varsabthe UCR. Products that are candidates for
the FT process are as follows:

e Products that are within existing UCR product categs with well-
established requirements, and in some cases, ttingxequirements can be
augmented by current UCR requirements

e Products that have existing test results that earebsed
e Products that are currently fielded and succegspdtforming from both an

Interoperability and Information Assurance perspedn operational
networks
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e Products that should be added to the UCR per th&td€ring Group
Three categories of FT products are as follows:
1. Products within Current UCR Product Categoriesoducts that were tested by JITC

before development of the product category or petgithat have existing requirements
that are similar to those in the UCR that can lpranted with UCR requirements.

2.  Operationally ValidatedProducts that are currently operating in DoDvogks that have
an IATO or ATO, are in compliance with appropri&€lGs, and are requesting APL
status. Products may be end of life (i.e., ret&&L status) or active (i.e., normal APL
status).

3.  New UCR Product Categorie®roducts that have existing DoD (nhon-UCR) resmients
that can be used in the next version of the UCRhave been approved for the UCR by
the UC Steering Group.

Additional and current information concerning thBlAprocess can be obtained from the
following online sources:

e UC APL Pages

— UCCO Main Pagehttp://www.disa.mil/ucca/

— UCCO Policies and Procedures: This page contaipsitant
instructions and a breakdown of the UCCO Process
(http://www.disa.mil/ucco/apl process.h)ml

e ATC Pages

— ATC Main Page:http://www.disa.mil/connect/

— ATC Policy, Guidance, and Procedures:
http://www.disa.mil/connect/library/index.html

— ATC Process Overview:
http://www.disa.mil/connect/overview/index.html
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